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IN TR.0 D LJ CTIO N 

Friction stir welding (FSW) is a relatively new process being applied for joining of 
metal alloys. The process was initially developed by The Welding Institute (TWI) in Carn- 
bridge, UK, (Dawes, 1995). The FSW process is being investigated at NASA/MSFC as 
a repair/initial weld procedure for fabrication of the super-light-weight aluminum-lithium 
shuttle external tank. 

The FSW investigations at MSFC were conducted on a horizontal mill to produce butt 
welds of flat plate material, Figure ??. The weldment plates are butted together and fixed to 
a backing plate on the mill bed. A pin tool is placed into the tool holder of the mill spindle 
and rotated at approximately 400 rpm. The pin tool is then plunged into the plates such 
that the center of the probe lies at one end of the line of contact between the plates and the 
shoulder of the pin tool penetrates the top surface of the weldment. The weld is produced 
by traversing the tool along the line of contact between the plates. A lead angle allows the 
leading edge of the shoulder to remain above the top surface of the plate. 

Dawes and Thomas (1996) list the major advantages and disadvantages of friction 
stir welding. When properly conducted, friction stir welding is a solid state process. The 
material in the weld region is plasticized but remains below its melting temperature. This is 
the main advantage of FSW when applied to joining aluminum-lithium alloys. Since FSW is 
a solid state process, the problems associated with the phase change and resolidification are 
eliminated. The mechanical properties of friction stir welded joints have proven to be at least 
as good as, and in most instances better than, fusion welded joints. The fracture strength, 
elongation at fracture and therefore total energy absorbed, of FSW joints are improved as 
compared with fusion welded joints. 

The main disadvantage of friction stir welding is the reaction loads which must be 
accomodated in the tooling and fixturing. Conventional fusion welds require fixturing of the 
weldment for alignment only. There are no loads produced between the welding tool and the 
weldment. However, with FSW, substantial loads are produced between the pin tool and 
the weldment. These loads must be reacted by both the fixturing which holds the weldment 
and the tooling used to locate the pin tool. 

PROCESS MODEL 

The goal of the process model is to develop the relationships between the dependent 
and independent parameters involved in FSW. The independent parameters are the pin tool 
rotational and travel speeds, the pin tool probe and shoulder penetration depths, and the 
lead angle. The dependent parameters are the axial and transverse loads on the pin tool 
and the temperature of the weld material. The model developed here consists of three basic 
aspects, a plasticity model of the parent material, energy balance within the weld region and 
mechanical equilibrium of the material within the weld region. A one dimensional model is 
developed with variations in the radial dimension only considered. It is assumed that the 
mechanical properties and temperature profile are independent of the coordinate along the 
material thickness. A schematic represenation of the basic model is presented in Figure ??. 
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In modeling the process, it is assumed that the flow shear rj dependency on tempera- 
ture can be defined as 

(1) 
2 

~j = CZ(T - T,) 
where T is the local temperature of the material and T, is the melting temperature of the 
material. 

An energy balance is applied to account for mechanical and thermal energy. Figure ?? 
represents the mechanical and thermal energy flow for a differential element within the 
weldment plate. Mechanical energy is introduced into the weld process through the rotating 
pin tool. This mechanical energy is expended in plasticizing the material and heat generation. 
The energy balance applied to the differential element shown, leads to the equation 

where r is the radial coordinate, w is the local rotational speed, k is the thermal conductivity, 
and A is a constant. 

The torque produced by the shear forces induced on the radial faces of the differential 
element must balance in order for mechanical equilibrium to be maintained, Figure ??. This 
balance leads to a definition for the distribution of ~j over the plastic region 

where R is the radius of the pin tool probe, and TR represents the flow shear at this boundary. 

Equating the definitions for the flow shear T j  given in Equations 1 and 3 results in an 
equation for the temperature distribution within the plastic region. 

T = T, - E (!) (4) 

The temperature gradient along the radial coordinate is given by the derivative with respect 
to T of Equation 4 

dT R - = (T, - TT)  - 
dr r2 

where the definition TR = u(Tm - T R ) ~  is used. 

Equating the right hand sides of Equations 2 and 5, and using the boundary condition 
that w = Q at r = R, we can define the constant A and derive the equation 

At the outer boundary of the plasticized region, T = R, we can apply the boundary 
condition w = 0 to obta<in the relakionship 
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Applying the boundary conditions for the transfer of thermal energy results in a conflict 
which must be resolved. At  the pin tool boundary r = R, the heat transfer from the plastic 
region into the pin can be defined with the use of Equation 5 as 

At the boundary of the plastic zone, the heat transfer from the plastic zone is defined as 

However, this results in heat flow from the environment into the plastic region, which seems 
contrary to the physical situation. 

For a given radius R, into the environment surrounding the plastic region, sufficiently 
distant from the plastic region, we have 

r ( g )  = c 

T - T o  = -Cln 

The heat transfer into the environment at the boundary r = Rp can therefore be expressed 
as 

2~hh(T ,  - To) 
Q p 2  = In(%) 

This represents heat transfer away from the boundary at  r = Rp into the environment. 
Equations 9 and 12 each represent heat flow away from the boundary at r = R,. There is 
no heat source at this boundary. Therefore, conduction of heat away from this boundary in 
both radial directions produces the conflict mentioned above. One possible explanation, is 
that this phenomenon involves a time dependent oscillation at the plastic region boundary 
which must be incorporated into the model. 

If we assume no heat loss through the pin tool and allow a constant temperature 
distribution across the plastic region, T, M TR M T,, we can balance the mechanical energy 
input at the pin tool with the thermal energy 

~ ~ ( 2 r R h ) R o  = 

TR = 

conducted into the environment. 

2nhpk ( TT - " )  
In E (13) 

With the derivation of these relationships and the assumptions stated above, the following 
equations can be derived to relate the input requirements to the independent parameters. 
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The mechanical moment M and energy input MR required to rotate the pin too1 are given 
as 

2 ~ h k ( T ,  - To) M =  Ring 
2~ hk( T, - To) MR = 

In a 
RP 

The force F and energy FV required to traverse the weld at speed V are given as 

4hk(  T, - To) 
F =  

RRln @ 

RRln e Lihk(T, - To) F V  = 

The ratio of transverse energy required to rotational energy required is given as 

FV 2V 
MR nRR 
-- - 

CONCLUSIONS 

The work presented here is the first attempt at modeling a complex phenomenon. 
The mechanical aspects of conducting the weld process are easily defined and the process 
itself is controlled by relatively few input parameters. However, in the region of the weld, 
plasticizing and forging of the parent material occurs. These are difficult processes to model. 
The model presented here addresses only variations in the radial dimension outward from 
the pin tool axis. Examinations of the grain structure of the weld reveal that a considerable 
amount of material deformation also occurs in the direction parallel to the pin tool axis of 
rotation, through the material thickness. In addition, measurements of the axial load on the 
pin tool demonstrate that, the forging affect of the pin tool shoulder is an important process 
phenomenon. Therefore, the model needs to be expanded to account for the deformations 
through the material thickness and the forging affect of the shoulder. The energy balance at 
the boundary of the plastic region with the environment requried that energy flow away from 
the boundary in both radial directions. One resolution to this problem may be to introduce 
a time dependancy into the process model, allowing the energy flow to oscillate across this 
boundary. Finally, experimental measurements are needed to verify the concepts used here 
and to aid in improving the model. 
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THE CORECO OCULUS F64 FRAME GRABBER 

The F64 frame grabber is a high performance video image acquisition and processing 
board utilizing the TMS320C40 and TMS34020 processors. The hardware is designed for 
the ISA 16 bit bus and supports multiple digital or analog cameras. It has an acquisition 
rate of 40 million pixels per second, with a variable sampling frequency of 5 10 kHz to MO 
MHz. The board has a 4MB frame buffer memory expandable to 32 Mf3, and has a 
simultaneous acquisition and processing capability. It supports both VGA and RGB 
displays, and accepts all analog and digital video input standards. 

CAMERA CHARACTERISTICS 

The PULNiX TM9701 is a progressive scanning full frame shutter camera. It is 
capable of both digital (EIA-422) and analog output. Shutter speed can be set manually 
or by an external double-pulse signal. Output can be in either interlace or non-interlaced 
mode. Whereas other CCD cameras scan only 350 lines per screen, the PULNiX scans 
484. In addition, the PULNiX is available in a flight qualifiable package. 

SOFTWARE INTERFACES 

All commands to the F64 frame grabber are mediated by the soflware driver. The 
driver resides in the host 486 machine as a terminate and stay resident (TSR) program 
which is loaded on system power-up. Coreco provides several methods of accessing the 
driver. 

For the Windows operating environment, there is the F64Pro program. This is not for 
develping user applications, but solely for the purpose of demonstrating the features of the 
frame grabber. There is also a program, WConfig, which allows user configuration of the 
frame grabber from within the Windows environment. 

For the DOS operating environment, Coreco provides several s o h a r e  alternatives. 
First, is the Oculus Driver Command Interface (ODCI). In its menu driven mode, ODCI 
is just another platform for demonstrating the knctions of the fi-me grabber. But ODCI 
also operates in "shell" mode. One enters the OCDI shell mode by pressing <ESC> when 
in menu mode. Coreco provides a simple programming language for it's ODCI shell 
mode. One may use this to program simple macros utilizing most of the features of the 
fiame grabber. In addition to ODCI, Coreco provides modules for building either 
assembler language or C language applications. The C language modules and resulting 
applications may be compiled using MicroSoR C/C+ version 7.00. 

OCULUS DRIVER 

The Oculus driver (ODX) is implemented as a TSR program. User applications 
communicate with ODX using a message passing interface. Only one command is 
processed at a time. Messages sent while ODX is busy are queued and processed on a 
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first in first out (FIFO) basis. The state of ODX and the frame grabber are specified by the 
1 15 Oculus Parameter Registers (OPR). User applications can communicate with ODX 
and the frame grabber by manipulating the contents of the OPR directly, or indirectly by 
using the 83 Coreco supplied functions comprising the Application Programming Interface 
(API). Both the OPR and the API functions may be classified into five types according to 
their purpose: Management, Memory, Processing, Acquisition and Display. 

Programmers may learn the state of the various OPR using the 'opr-inq' function, and 
may change the state of a proper subset of the OPR using the 'opr-set' function. It is 
possible to directly access the contents of the fiame buffer (which resides on the frame 
grabber card) by kpping  the frame grabber memory to the host 486 bus. This is 
accomplished using the API functions 'memopen' and 'memclose'. To grab an image one 
may use the functions 'fbgrab' or 'fbgrabalu'. One may check to see whether a frame grab 
request has been completed by checking the status of the FGON register using 'opr-inq'. 
One may extract the contour of a binary object in the grabbed image using the API 
functions 'cntrfirst' and 'cntr'. One may perform various arithmetic logic unit (ALU) 
operations "on the fly'' using the API functions 'fbgrabalu' and 'fbalu'. For example, one by 
automatically subtract the current frame from the previous frame and display the 
difference. Using the API function 'event' one may use the vertical or horizontal sync 
signals to trigger the execution of a user function. 

EXAMPLE USER FUNCTION 

Figure 1 show an example user function using the ODX API functions. This particular 
applications grabs one frame for reference, then gabs a second frame and subtracts it from 
the first, displaying the result. The API function 'odxbind' determines the number of ODX 
drivers installed on the host machine, and binds to those drivers. The API function 
'setdmajor' selects one of the installed drivers as the major driver. First, the application 
determines the index of the display frame buffer (DFI3) using the 'opr-inq' function. Next, 
the same index is assigned to the input frame buffer (FFB) using the 'opr-set' knction. 
This has the effect of displaying the currently grabbed image on the display monitor. 
Then, using the 'fbgrab' function, a single frame is grabbed. Using the 'opr-inq' function, 
one waits until the FGON register has a value of zero, indicating that the'grab has been 
completed. Then one uses the 'fbgrabalu' function to grab a second frame, while 
simultaneously subtracting it from the first fiame. Figure 2 shows the result of running 
this sample application while waving at the camera. Because the slight displacement of the 
hand between the two successive grabs, the two images were not identical. Thus 
subtracting the second image from the first resulted in an outline of the hand. 

APPLICATION TO VIDEO GUIDANCE SYSTEMS 

Video guidance systems employ video images of moving targets to determine the 
range, orientation and velocity of the targets. Such systems must use the changes in 
successive images.to extract range, orientation and velocity information in real time. The 
Orbital Systems and Robotics team of the Avionics Simulation Division of the Astrionics 
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Laboratory of Marshall, Space Flight Center has an ongoing effort to develop a suitable 
Video Guidance System for Automated Rendezvous and Docking of space craft. The 
Coreco F64 frame grabber and the Pulnix TM9701 camera are potential components of 
such a system. 
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#include eo&. h> 
#include copr. h> 

extern int FAR odxbind(void); I* Bind to ODX drivers installed *I 
*I extern void FAR setdmajor(int); I" Set working major device 

int main( int argc, char "argv) 
{ 

int nodx; I* Number of installed drivers *I 
int fb; I* Frame buffer index *I 
int key; I* Keyboard response *I 

nodx = odxbindo; I* Bind to installed drivers *I 
setdmajor(0); I* Select driver # 0 *I 

printf("Press any key to take snapshot.\n<RETURN> to quit.\n"); 

while ( (key = getch()) != 'V) I* Do until <RETURN> pressed *I 
{ 
fb = opr-inq(DFB); I* Get index of display buffer *i 
opr-set(FFB,fb); I* Place input into display *i 
fbgrab( 1 ); I* Grab one frame *I 
while( opr-inq( FGON)); I* Wait until grab finished *I 
fbgrabalu(Z,fb, 1 ); I* Subtract a second grab from first *I 

1 
return( 0); 

1 

Figure 1 : A demonstration user application 
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1-igure 2: Output of demonstration user application 
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INTRODUCTION 

The need for d e ,  lightweight, less expensive, and more reliable launch vehicle 
components is being driven by the competitiveness of the commercial launch market. The United 
States has lost 213 of the commercial lunch market to Europe. As low cost Russian and Chinese 
vehicles become available, the US market share could be reduced even m e r .  This international 
climate is driving the Single Stage To Orbit program at NASA The goal of this program is to 
reduce the cost per pound of payload by a factor of 10. This will be accomplished with a totally 
reusable launch vehicle designed for low-cost aircraft-like operations. Achieving this goal will 
require more efficient use of materials. Composite materials can provide this program with the 
material and structural efficiencies needed to stay competitive in the i n t e d o n d  launch market 
place. 

In satellite systems the high specific properties, design flexibility, improved corrosion and 
wear resistance, increased fatigue life, and low coefficient of thermal expansion that are 
characteristic of composite materials can all be used to improve the overall satellite performance. 
Some of the satellites that may be able to take advantage of these performance characteristics are 
the Tethered Satellite Systems (TOSCIFER, AIRSEDS, TSS2, SEDS!, md SEDS2), AXAF, 
GRO, and the next generation Hubble Space Telescope. These materials can also be utilized in 
projects at the NASA/MSFC Space Optics Technology and Systems Center of Excellence. 

The successll implementation of composite materials requires accurate performance 
characterization. The performance of composite materials is dependent on the constituent 
materials selected, material structural geometry, and the Wrication process. Flaws can form in 
composite materials as a result of the fabrication process, handling in the mafulfaeturing 
environment, and exposure in the service environment to anomalous activity. Often these flaws 
show no indication on the Surface of the material while having the potential of substantially 
degrading the integrity of the composite structure. For this reason it is important to have 
available inspection techniques that can reliably detect sub-surface defects such as inter-ply 
disbonds, inter-ply cracks, porosity, and density changes caused by variations in fiber volume 
content. 

Many non-destructive evaluation techniques (NDE) are capable of detecting sub-suface 
flaws in composite materials. These include shearography, video image correlation, ultrasonic, 
acoustic emissions, and X-ray. The difEculty with most of these techniques is that they are time 
consuming and often difficult to apply to full scale structures. An NDE technique that appears to 
have the capability to quickly and easily detect flaws in composite structure is.thermography [1,2]. 
This technique use heat to detect flaws. Heat is applied to the surface of a structure with the use 
of a heat lamp or heat gun. A thermographic camera is then pointed at the surface and records 
the surface temperature as the composite structure cools. Flaws in the material will cause the 
thermal-mechanical material response to change. Thus, the surface over an area where a flaw is 
present will cool differently than regions where flaws do not exist. Figure 1 is an illustration of a 
thermographic image of composite tubes that have service damage present. 
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I Figure 1: Thermographic images of 2” diameter composite tubes with defects. 1 
In Figure 1 the thermographic image of the tube on the far IeR is indicating that damage is 

present near the top end-tab. The center tube was impacted and the dark spots indicate the 
impact sites. The right side tube has been cyclically loaded to a level below,the We of the tube. 
Damage is present in the mid-section of the tube. There is no indication on the Surface of these 
tubes that any damage exists. Mthough these images indicate that damage is present, they do not 
provide a description of the damage that would allow an engineer to determine if the damage has 
compromised the integrity of the structure. 

To help explore the capability of the thermographic technique a finite element model was 
developed to study the flow of heat through composite materials so that the thermographic 
images can be better interpreted. Some of the issues that the model can help to resolve include 
the sensivity of the technique to vaiious types of material defects such as inter-ply disbonds, intra- 
ply cracking, porosityy and density changes. Modeling can help define the bounds of the 
technique and optimize the use of the technique. 

In the remainder of this report the effort to thermo-mechancially model the thermography 
process will be discussed. First the material properties and physical parameters used in the model 
will be explained. This will be followed by a detailed discussion of finite element model used. 
Finallyy the result of the model will be summarized along with recommendations for hture work. 

MATERIAL PROPERTIES AND PHYSICAL PARAMETERS 
, 

The governing equation for conduction heat transfer is as follows. 
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In Equation (1) T is temperahue, t is time, p is material density, c is specific heat, and k is thermal 
conductivity in the respective directions. From this equation it is clear that the densityy specific 
heat, and thermal conductivity need to be calculated for the composite structure under 
consideration in order to model the transient heat transfer problem. 

Measured values of the thermal properties for the composite were not available so the 
material properties were predicted using micromechanics. The composite under consideration is 
made of HMS fiber (like IM7) and 977-2 matrix in a [&25/90]11 laminate geometry. This 
geometry is chosen because it represents a typical rocket motor analog geometry. The lamina or 
ply level properties are calculated using a spherical inclusion model based on the differential 
scheme [3,4,5]. The laminate properties are not computed because each ply of the laminate is 
modeled separately in the finite element model. The thermal-mechanical lamina properties for the 
material under consideration are summarized in Table 1. 

I Table 1: Predicted thermal-mechanical properties for the FZIkW977-2, lamina 1 

Thermal Expansion 

When porosity is considered, voids are added to the matrix material using the spherical 
inclusion differential scheme. Then the lamina material properties are computed. For the case of 
15% voids the fiber direction thermal conductivity is reduced by 14%, the transverse conductivity 
by 65%, the specific heat by 24%, and the density by 11%. 

Besides the material properties the other parameter of importance to the development of 
this model are the heat flm input to the plate as a result of the heating of the Surface and the 
natural convection off of the back side of the plate. In reality, the input heat flux is due to 
radiation. Since the emisivity of the material surface and the temperature of the heat lamps are 
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unknown, a heat flux input is estimated that would create a 10' heating of the plate d a c e .  This 
is the value observed in experiments. The value of the heat flux in the model is 0.5 BtuTi2-OF. 
On the back surface of the plate natural convection takes the heat away. The coefficient for 
natural convection used is 2( lo-') BWs-in. 

FJMTE ELEMENT MODEL 

A iinite element model is used to investigate the transient heat transfer in an 8in by 8in 
composite plate with various types of flaws utilizing 8-node isoparametric brick elements. Each 
layer of the composite was one element thick. An 0.5in by 0.5in flaw was located in the center of 
the plate in the third ply from the top. Quarter symmetry was employed in the discretization. To 
avoid convergence problems the aspect ratio fbr each element was held to a maximum of 8 to 1. 
Time steps for the model are set to 0.001s up to 0.1s. The heat flux is applied to the top surface 
of the model for the first 0.01s and is then removed. 

Figure 2 illustrate the result of the jinite element analysis for the case of a 3 element by 3 
element (0.24 in by 0.24 in) disbond was located between the second and third layers fiom the 
top. This figure represents the temperature distribution in the plate at 0.01s into the model. The 
temperature above the disbond is 10' warmer than the elements directly below the disbond. The 
temperature in the plate equilibrates at 0.05s into the model. This is not much different than what 
is observed in the experimental results. 

Figure 2: Finite element result for the case of a disbond between layers 2 and 3 at 10ms 
into the loading 
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The effect of porosity on the heat transfer is also modeled. Porosity as high as 15%, by 
volume, is added to the model in a ? element by 3 element square in the third layer &om the top of 
the plate. This model resulted in less than a 2” temperature gradient in the model. 

RESULTS AND CONCLUSIONS 

The finite element method has been shown to be a tool that can help investigators 
determine the meaning of thermographic images. Finite element models can also help to 
determine the bounds of the thermographic technique. Areas that the finite element method can 
assist investigators in are: 

1) 

2) 
3) 
4) 

Determine the sexisivity of the technique to transverse cracks, inclusions, and multiple 
flaws, 
Developing a methodology for using thermography to determine the depth of flaws, 
Evaluating the effects of forced convection on enhancing the thermographic results, and 
Determine plate thickness bound in which the technique is valid. 

If the finite element technique is going to be used to model the behavior of,a specific plate, the 
emisivity of the composites sudace, energy imparted by the heating system, ahd accurate material 
properties will have to be identified. 

It is recommended that the investigation of the thermographic process using the finite 
element technique be continued so that a deeper understanding of the meaning of the 
thennographic images can be developed 

1 Winfiee, W.P., James, P.H., “Thermographic Detection of Disbonds,” proceedings of the 35th 

2 Bouvier, C.G., “Investigating Variables in Thermographic Composite Inspections,” Materials 

3 McLaughlin, R, “A study of the Differential Scheme for Composite Materials, “ International 

4 Boucher, S. ,  ‘‘On the effective moduli of isotropic two-phase elastic composites,” JmmaZ of 

5 Christensen, RM., Mechanics of Composite Materials, John Wiley & Sons, New York, 1979. 

ISA International Instrumentation Symposium, Pg. 183-1 88, 1989 

Evaluation, (May 1995), pp 544-551. 

Joumal of Engineering Science, 15(1997), pp. 237-244. 
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This reports on investigations into how to extend capabilities of the Virtual Research Center 
(VRC)’ for NASA’s Advanced Concepts Office. The work was performed as part of NASA’s 
1996 Summer Faculty Fellowship program, and involved research into and prototype 
development of s o h a r e  components that provide documents and services for the World Wide 
Web (www>2. The WWW has become a de-facto standard for sharing resources over the 
Internet, primarily because web browsers are fieely available for the most common hardware 
pla$orms and their operating systems. As a consequence of the popularity of the internet, tools 
and techniques associated with web browsers are changing rapidly. New capabilities are offered 
by companies that support web browsers in order to achieve or remain a dominant participant in 
internet services. Because a goal of the VRC is to build an environment for NASA centers, 
universities, and industrial partners to share information associated with Advanced Concepts 
Office activities, the VRC tracks new techniques and services associated with the web in order to 
determine the their usefulness for distributed and collaborative engineering research activities. 
Most recently, Java3 has emerged as a new tool for providing internet services. Because the 
major web browser providers have decided to include Java in their software, investigations into 
Java were conducted this summer. 

The World Wide Web 

The WWW functions as a client and server system. Clients request information via an 
address called a Uniform Resource Locator (URL). For example, the URL 
http:://nova.msfc.nasa.gov:80 contains the location (msfc.nasa.gov), the machine (nova) 
the protocol for the communication (http - HyperText Transfer Protocol), and a socket (80) to 
connect to for this communication. Servers are programs that listen to sockets for client requests 
and provide services based on the port, or on information provided by the protocol associated 
with the port. Although web browsers support services such as Etp (default port 21, protocol fcp), 
gopher (default port 70, protocol gopher), etc., the term web generally means support for the http 
protocol (default port 80, protocol http). Within the http protocol, a negotiation of service is 
carried out by adding a MIME (h4ultimedia Internet Mail Extension) header to the 
communication. For example, the MIME type “textlhtml“ indicates that the document being 
communicated contains text representing the HyperText Markup Language (HTML). HTML is 
the most common form of communication between web browser clients and servers. 

CGI Scripts 

In order to support dynamic creation of documents for clients or provide access to other 
services such as a database, servers may act as a gateway. A script or program is invoked by the 
server on behalf of a client request. The program or script that is executed creates or gathers 
information, and passes it back to the client through the web server. The Common Gateway 
Interface (CGI)4 is the most common mechanism for communicating between a program and a 
Web server. CGI gateway programs can be scripts or programs written in any language. 
Generally the gateway programs generate HTML and provide this information to the Web server, 
but they can return the URZ, of another file indicating to the browser that it should get that file. 
HTML provides for forms as a means to collect information to interface with a CGI script. 
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If the web server and the service offered to this server are running on the same platform, then the 
server machine is performing most of the work associated with a client's query. Java presents an 
alternative capability to Web clients, and allows work to be shifted fiom the server to the client. 

Java 

Java is a new programming language. Because of its simple design, Java has emerged as a 
possible contender to connect users and information in a new way within the World Wide Web. 
Most web browsers now come with the ability to download and execute Java code. Within an 
HTML page a definition such as 

cAPPLET href=ltMailApplet.class" WIDTH=4OO HEIGHT=300> </UPLET> 

specifies that at this point a program will be downloaded to be executed by the client. That 
program will appear in a frame on the page. Now the client is able to display the results of a 
general purpose program, can interact with CGI programs, or can communicate directly with 
ports on the server. Currently a client applet program is restricted to dealing only with the 
server, but this may change. For security, the client applet is also unable to read or write files 
from the client's system, but this may change since many browsers provide this capability when 
client permission is given. The remainder of this paper illustrates experiments performed using a 
Java browser to connect to services provided by the Web server for the VRC. 

A Client Server Example 

The following example is a client program that displays two text widgets for input of a 
radius or a sphere's surfixe area. Additionally there is a submit button and a reset button. If the 
user inputs and then submits a radius, the surface area is printed in the area window. If a surface 
area is submitted, then the radius is printed in the window. The client does none of the 
calculation except the reset, and sends the numbers to a server over a socket. The server does the 
calculation and returns the information to the client. In this example, a server is written in C that 
listens to a port for a client. The client is a Java applet. Upon a connect, the server creates a child 
process to handle the client, and then continues to listen to the port. The child process reads from 
the socket 

determines the two numbers, does the calculation, and returns the result to the client. 
readin = read(new_desc,line,MLINE) ; 

sscanf (line," %f %f", &f1,&f2); 
if( fl != 0.0 1 

else if (f2 !=  0.0) 
fl=sqrt (f2/ (4 * 3.14159) 1 ; 

f2 = 4*3.14159*fl*fl; 

sprintf (line, *f%f\n%f\nl8, fl, f2) ; 

write (new-desc, line, strlen (line) 1 ; 
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The client is displayed from an HTML page: 

<H!CML> 
cHEAD>cTITLE> Surface Area of a Sphere c/TITLE></HEAD> 
<BODY> 
<APPLET CODE="Surface3.~lass'~ HEIGHT=100 WIDTH=200>c/APPLET> 
</BODY> c /HTML> 

The code concerned with the socket is shown below. 

public static final int PORT = 4000; 

public boolean action( Event evt, Object arg) { 
if (arg-equals (llSubmit1') { 

/ / now try to get a socket 

soc = new Socket ( %ova. msf c . nasa . gov'l , PORT) ; 
in = new DataInputStream(soc.getInputStream0 1; 
out = new Printstream (SOC . getatputstream (1  1 ; } 

try { 

catch(I0Exception e) { 
system.out.println(e.toString0 ; 
System.exit ( 0 )  ; } 

out.println(r.getText0 1 ; 
out.println(s.getText0); 
try { 

r . setText (in. readLine (1 1 ; 
s . setText (in. readLine ( ; } 

System.out.println(e.toString0 1 ; 
System.exit (0) ; } } 

* catch(I0Exception e) { 

A Java to CGI example 

The VRC has many CGI scripts that perform as gateways to other services such as 
database interaction. It would be nice if there was a way for an applet to use the CGI mechanism 
that is already present in browsers. Unfortunately the Java library does not currently provide 
such a communication path. A CGI script can be invoked manually, the same as a Web browser, 

Socket s = new Socket (~~nova.msfc.nasa.gov", 80) ; 

and deal with a cgi program through the server. But without a way to pass return information to 
the browser, cgi scripts that return html documents are of little use to a Java program. However 
Java clients will need to use CGI gateways as long as the clients are restricted to communicating 
with only the server mache .  

An example was written to illustrate how Java applets may communicate with a VRC 
database via a server. The client runs as a Java applet on any system. The server runs on the 
VRC test web server (nova.msfc.nasa.gov), and the database is on a VRC database architecture 
(astrionics.msfc.nasa.gov). The Java client code is found in the appendix, but that part that 
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illustrates opening of the socket and manipulation of the two text windows (s is the name for the 
input of SQL commands, the window v is for output of the database query) is given below. 
Notice that the client opens a connection to the Web server, and provides a path to the CGI script 
that is running on the server (in this case the program /cgi-bidsqlquery). The CGI script is a 
compiled C program that makes a database query and returns the text as output to the Java 
client. 

public void submit (String sdata) 
{ String home = "nova. msf c . nasa . govl' ; 

String script = ll/cgi-bin/sqlquery" ; 
int port = 80; 
Socket s = null; 
rdata = IeII; 

try 
{ s = new Socket (home, port) ; 

DataOutputStream os 
= new DataOutputStream(s.getOutputStream0); 

DataInputStream is 
= new DataInputStream(s.getInputStream0); 

os. writeBytes (IIPOST + script + 'I HTTP/1 . O\r\nlt 
+ llContent-type: text/plain\r\n" + "Content-length: 
+ sdata . length { )  + ll\r\n\r\nll) ; 

os. writeBytes (sdata) ; 
String line; 
while ( (line = is. readLine ( 1  1 ! = null) 
rdata += line + 81\n1f; - v. setText (rdata) ; 
os. close 0 ; 
is. close ( 1  ; } 

Other New Browser Capabilities 

For security reasons, browsers have not generally provided a way for servers to access the 
disk of the client machine. The most recent versions of Netscape have however included this 
capability as an experiment. It is still open as to whether this will become a standard part of 
HTML. In order to experiment with this capability, Per15 was installed on the test VRC server, 
and Per1 libraries that interface with Oracle databases and provide CGI capabilities were 
installed. A script was written that provides a user the capability to name a file and upload this 
file to the server. The script dynamically creates the HTML page for the user, and the critical 
portion of this code is given below: 

print leb> For uploading a file, enter a fully pathed file I ,  

'ep> Examples:eul>eli>/home/my/filename - in UNIX 
elis c:\path\to\myfile - in DOS 
elis HD 4 0 :  Desktop Folder: This File - for Macs e/ul>', 

ep>OR press Browse to browse your file system.eb>'; 
print $query- >start-multipart-form ( lgPOST'l, 

print $query->filefield(-name=>~uploaded-fileg, -default => 'ignored', 
"/cgi-bin/carlisle/savef ilel', $CGI : :MULTIPART) ; 

-size=>50, -maxlength=>80) ; 
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print $query->hidden(-name=>'dirname' , -default=> C1~$root$file"l ; 
print 'cbr>'; 
print $query->submit (-name=>iiSubmit", -value=> 'Submit this File' 1 ; 
print $query->endform; 

Upon submission of this form, the cgi-script "savefile" is called. The Per1 code for this script is: 

#!/usr/bin/perl 
use CGI ;  
$query = new CGI;  
$filename = $query- >param ( 'uploaded-f ile ' 1 ; 
print $query->header; 
$dirname= $query->param('dirname'I; 
# this is a hack that I am sure will fail for some systems and 
#some file names 
atmp = split ( /  I\\\: \ / I  /,$filename) ; 
$filename = pop @tmp; 
$outfile = l*$dirname/$filenamel'; 
#to actually write the file comment out the next line 
#and uncomment the open and following while 
print $dirnamell/',$filename; 
#while (c$f ilename>.) { print; } 
#open(fp, l's$outfilett) I I die ( IIYou do not have write permission at $dirnarne') ; 
#while ($bytesread=read($filename, $buffer, 1024) 1 { 
# print fp $buffer; } 
print I cp>' ; 
print "File saved to $outf ile" 

Notice that the actual writing of the file has been commented out. This was done because 
currently this script has not been installed in a secure area on the server. Thus anyone would be 
able to upload files to the VRC, and a malicious or careless user could fill up and crash the disk 
of the server machine. This illustrates why the capability to upload information of unknown size 
to a server is a dangerous practice. 

CONCLUSIONS AND ACKNOWLEDGEMENTS 

Future work will continue to address the rapidly changing environment known as the Web, 
and will incorporate those features into the laboratory that create an environment for 
collaborative research at distributed locations. 

The author would like to acknowledge those at NASA who have made this summer such 
an enjoyable experience. 

1 http://novamsfc.nasagov 

2 http:/lwww.w3.org 

3 http://javasun.com 

4 http://hoohoo.ncsauiuc.eddCGIloverview.html 
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INTRODUCTION 

NASA uses precision diamond turning technology to fabricate replication mandrels for its 
X-ray Calibration Facility (XRCF) optics. As shown in Figure 1, the XRCF optics are tubular, 
and the internal surface contains a parabolic profile over the first section and a hyperbolic profile 
over the last. The optic is fabricated by depositing layers of gold and nickel on to the replication 
mandrel and then separating it from the mandrel. Since the mandrel serves as a replication form, 
it must contain the inverse image of the surface. Figure 1 shows the components of the 
fabrication mandrel that are necessary to facilitate mounting, handling, and polishing during the 
fabrication process. 
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I The difficulty in aligning the mandrel 
comes from the fabrication steps which it 
undergoes. The mandrel is rough machined 
and heat treated prior to diamond turning. 
After diamond turning, silicon rubber 

Finished O ~ t i c  

separators which are undercut in radius by 3 
mm (0.12”) are inserted between the two end 
caps of the mandrel to allow the plating to 
wrap around the ends (to prevent flaking). 
The mandrel is then plated with a nickel- 
phosphor alloy using an electroless nickel 
process. At this point, the separators are 
removed and the mandrel is reassembled for 
the final cut on the DTM. The mandrel is 

Figure 1: Geometry of XRCF Optical 
Surface and Replication Mandrel 

measured for profile and finish, and polished to achieve an acceptable surface finish. 

Wrapping the plating around the edges helps to prevent flaking, but it also destroys the 
alignment surfaces between the parts of the mandrel that insure that the axes of the parts are 
coincident. Several mandrels have been realigned by trial-and-error methods, consuming 
significant amounts of setup time. When the mandrel studied in this paper was reassembled, 
multiple efforts resulted in a minimum radial error motion of 100 pm. Since 50 pm of nickel 
plating was to be removed, and a minimum plating thickness of 25 pm was to remain on the part, 
the radial error motion had to be reduced to less than 25 pm. The mandrel was therefore 
unusable in its current state. 

DESIGN OF FIXTURE 

To provide the motion necessary to align the mandrels, the Flexible Alignment Fixture, or 
FAF, was designed to replace the vacuum chuck normally used on the DTM. The design goals 
were to allow for linear displacements of 250 pm and rotations of 0.003 radians at the platform 
of the alignment fixture (over a 8” long mandrel, 0.002 radians results in an equivalent 
translation of one end of 400 pm, or 0.016”). 

The design utilizes a 6 legged hexapod arrangement to provide full flexibility and high 
stiffness. Figure 2 is a conceptual drawing of the FAF mounted on a diamond turning machine. 
The fixture has a base that mounts directly to the spindle bearing and a platform suspended by 
the six legs. The workpiece is mounted directly to the platform. 
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i / Actuating Legs 

I Figure 2: Flexible Fixture on a Lathe Spindle 

Since the required motion was 
very small, the flexure was designed to 
rely on deformation of the legs rather 
than joints to ailow relative motion of 
each leg. The stress was calculated for 
each leg based on a maximum deflection, 
and the legs were designed to provide a 
factor of safety of 8 to 10. The legs were 
threaded on each end and screwed 
directly into the base and the platform, 
and preloading was achieved by lowering 
the platform towards the base, thus 
introducing a bending moment in each 
leg. 

The legs of the FAF utilized a differential pitch arrangement to provide high resolution 
motion. A 3/8-24 UNF thread was machined on the portion of the leg inserted into the base of 
the FAF, and a 7/16-20 UNF thread was machined on the end inserted into the platform. This 
differential pitch in the screw provides a linear displacement of 210 pm per turn of the leg. In 
order to facilitate assembly of the FAF, the legs were fabricated in two sections joined in the 
middle by a hex nut. The legs were constructed from AIS1 410 stainless steel and were heat 
treated for additional strength. 

ERROR MOTION AND KINEMATICS 

Two dial indicators were used to measure the error motion of the mandrel at four equally 
spaced rotational positions. By placing the indicators at determined positions along the axis of 
the mandrel, two measurements at each of the four rotational positions provided the necessary 
error motion information. The required translation and rotation of the platform were determined 
in a MATLAB program based on these measurements. The hexapod kinematics were then 
developed to transform the required platform motion into leg rotations, bringing the axis of the 
mandrel on to the axis of rotation of the spindle. 

EXPERIMENTAL RESULTS 

'lhe vacuum chuck ot the UlM was replaced with the FAF for testing. When mounted 
on the original equipment vacuum chuck, the test mandrel had a minimum error motion of 100 
pm, which was only achieved after significant effort to align the mandrel pieces. Mounting the 
mandrel on the FAF provided the necessary freedom to align the axis of the mandrel to that of 

v-3 



the DTM spindle. Once mounted, the error motion was measured by two dial indicators at four 
equally spaced rotations of the spindle to determine the proper adjustment. The measurement 
values were input to the kinematic program to determine the required leg rotations. With the 
FAF, the same mandrel was aligned to within 8 pm error motion with minimal effort, 
representing a 92% reduction in the error. The 8 pm error was significantly less than the target 
requirement of 25 pm. 

The measures for success in the project included not only the ability to diamond turn the 
mandrel without penetrating the nickel plating, but also to achieve surface finishes and form 
errors (low frequency errors) that were comparable to or better than those on the conventionally 
turned mandrels. The mandrel cut on the FAF was therefore compared to one that had been 
successfully aligned on the vacuum chuck without the FAF. Visual inspection of the mandrel cut 
on the FAF showed significant improvement over the mandrel cut on the vacuum chuck. This 
conclusion was verified using a WYKO Topo-2Dflopo-3D surface interferometer. 

Figure 3 shows the surface profiles of the benchmark mandrel cut on the vacuum chuck 
and the mandrel cut on the FAF. The traces were limited to 1.32 mm. As shown in Figure 3a, 
the mandrel cut on the vacuum chuck has several components of error. The scan appears to 
consist of three fundamental components with wavelengths of approximately 0.25 mm,0.05 mm, 
and a high frequency noise with wavelength of around 0.001 mm. The feedrate of the slide was 3 
W m i n  (0.05 d s ) ,  and the spindle speed was 1000 rpm (17 Hz). Based on the feedrate, the 
surface components had frequencies of 0.2 Hz, 1 Hz, and 50 Hz respectively. The fact that no 
component appears at 17 Hz indicates that the error motion is not one due to spindle error but 
rather slideway or tool post error. The rms amplitude of the error was 19.3 nm. A complex 
mounting configuration unfortunately prohibited more than one scan of this specimen. 

Several traces were taken of the mandrel cut with the FAF. Figure 3b shows one trace 
which is representative of all of the traces taken, but a significant discrepancy was realized in the 
amplitude of the error, which ranged from an rms value of 17 nm to 60 nm. Since only one trace 
was made of the benchmark mandrel, the amplitude data is considered inconclusive. The trace 
shown in Figure 3b has an m amplitude of 20.9 nm and shows an error component with a 1 Hz 
frequency (wavelength = 0.05 mm) superimposed on a very low frequency trend (possibly not 
even periodic) which is outside the scan range of the interferometer. While the discrepancies in 
the results require further investigation, it appears that using the FAF actually reduced the 0.2 Hz 
and 50 Hz error motions seen in the benchmark mandrel. The form error (low frequency 
component) is not conclusive since the trace is so small. It seems likely that this error may also 
show up in the benchmark case given longer surface traces. The elimination of the 50 Hz 
component in the mandrel cut on the FAF explains the visible improvement in surface finish on 
the part. 
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Figure 3: Surface Profiles of Mandrels 

Both parts are currently being measured off-site using a Long Trace Profilometer to determine 
the actual error in each part. The preliminary results above, however, seem to indicate that the 
hexapod may help to reduce the error motion while salvaging the part. 

CONCLUSION 

A six-degree-of-freedom Flexible Alignment Fixture (FAF) has been developed to adjust 
the position and orientation of a workpiece on a diamond turning machine spindle. The device 
uses a hexapod design and kinematic analysis to reposition the workpiece. The designed range of 
motion allows for displacements of 250 pm and changes in orientation of 0.003 radians. 

A fabrication mandrel for NASA's XRCF project which was unusable due to alignment 
problems has been salvaged using the FAF, which was able to reduce the error motion from 100 
pm to 8 pm. The FAF also greatly reduces the effort necessary in insuring the alignment of the 
mandrel components prior to cutting. Preliminary results indicate that improved surface finish 
may be an added benefit to using the FAF. Pending results from a long trace profilometer will 
yield more information on the effectiveness of the FAF. 
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INTRODUCTION 

Constructing the International Space Station, or other structures, in space presents a 
number of problems. In particular, payload restrictions for the Space Shuttle and other launch 
mechanisms prohibit assembly of large space-based structures on Earth. Instead, a number of 
smaller modules must be boosted into orbit separately and then assembled to form the final 
structure. The assembly process is difficult, as docking interfaces such as Common Berthing 
Mechanisms (CBMs) must be precisely positioned relative to each other to be within the "capture 
envelope" (approximately .+.1 inch and +- 0.3 degrees from the nominal position) and attach 
properly. In the case of the Space Station, the docking mechanisms are to be positioned 
robotically by an astronaut using the 55-foot-long Remote Manipulator System (RMS) robot arm. 
Unfortunately, direct visual or video observation of the placement process is difficult or 
impossible in many scenarios. One method that has been tested for aligning the CBMs uses a 
boresighted camera mounted on one CBM to view a standard target on the opposing CBM. 
While this method might be sufficient to achieve proper positioning with considerable effort, it 
does not provide a high level of confidence that the mechanisms have been placed within capture 
range of each other [ 11. It also does nothing to address the risk of inadvertent contact between 
the CBMs, which could result in RMS control software errors. In general, constraining the 
operator to a single viewpoint with few, if any, depth cues makes the task much more difficult 
than it would be if the target could be viewed in three-dimensional space from various 
viewpoints. The actual work area could be viewed by an astronaut during EVA; however, it 
would be extremely impractical to have an astronaut control the RMS while spacewalking. On 
the other hand, a view of the RMS and CBMs to be positioned in a virtual environment aboard 
the Space Shuttle orbiter or Space Station could provide similar benefits more safely and 
conveniently with little additional cost. 

In order to render and view the RMS and CBMs in a virtual world, the position and 
orientation of the end effector in three-dimensional space must be known with a high degree of 
accuracy. A precision video alignment sensor [ 11 has been developed which can determine the 
position and orientation of the controlled element relative to the target CBM within 
approximately one-sixteenth inch and 0.07 angular degrees. Such a sensor could replace or 
augment the boresighted camera mentioned above. The computer system used to render the 
virtual world and the position tracking systems which might be used to monitor the user's 
movements (in order to adjust the viewpoint in virtual space) are small enough to carry to orbit. 
Thus, such a system would be feasible for use in constructing structures in space. 

In order to investigate the properties and limitations of a system providing virtual presence 
in the vicinity of the end effector of the Shuttle RMS, it was proposed to create a similar virtual 
environment in the CAVE (Computer Applications and Virtual Environments) laboratory at 
MSFC. This system would be very similar to the proposed system described above, with the 
obvious exception that an actual Shuttle RMS could not be used. Fortunately, existing simulation 
facilities at MSFC include a highly detailed model of the RMS dynamics running on an AUiant 
Ex-8 supercomputer. This model runs in real-time with an input/output loop executing every 40 
milliseconds. When provided with actual or simulated six-degree-of-freedom hand controller 
inputs, the RMS simulation computes the position and orientation of the RMS system in space. 
The coordinates of the controlled CBM relative to the target, as well as other variables such as 
RMS arm joint angles, needed to render the visual scene displayed to the operator, are available 
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as simulation outputs updated every 40 milliseconds. 

The integration of the "virtual RMS" simulation involved establishing data 
communications between a number of disparate devices. One key element of the simulation is 
the set of two hand controllers (identical to those used on the Space Shuttle orbiter) for the RMS. 
The three-degree-of-freedom controller for the user's left hand is used to input translational (X, 
Y, and Z axis) positioning commands for the payload on the end effector of the RMS; the right 
hand controller is a joystick type control used to provide angular orientation commands (roll, 
pitch, and yaw) for manipulating the payload. A second key element of the virtual environment 
simulation is the real-time RMS dynamics model described previously. The Alliant 
supercomputer which runs this model is located in MSFC building 4663, while the rest of the 
simulation system hardware resides in the CAVE laboratory in building 4610. The third key 
element of the simulation is a set of three-dimensional graphical models of the RMS, space 
station modules to be joined (with their CBMs), and surrounding objects such as the orbiter. The 
purpose of the simulation is for the user to be able to view the process of positioning the 
controlled CBM from any location in the vicinity of the mechanisms to be joined. This is 
accomplished by determining the position and orientation of the user's head using a six-degree- 
of-freedom spatial tracking system (Polhemus Fastrak) and using this information to navigate the 
user's viewpoint in the three-dimensional virtual environment. The scene is rendered by a high- 
speed Silicon Graphics Indigo2 workstation and viewed by the user through a Head-Mounted 
Display (HMD). 

AI1 of the simulation elements just described must be integrated smoothly, and with as 
little temporal lag as possible, in order to give the user a sense of presence in the virtual world 
and allow effective control of the payload. At the commencement of the author's Summer 
Fellowship, procurement of necessary equipment such as the RMS hand controllers, data 
acquisition board, and SCRAMnet fiber optic data link boards had been accomplished, but no 
hardware or software integration had been done. The author was tasked with performing the 
necessary hardware integration; writing the software for interfacing, data communications, and 
navigation and object manipulation in the virtual environment; and testing and evaluating the 
simulator system. 

APPROACH AND PROGRESS 

The basic requirements for integrating the simulation include acquiring user input from 
the hand controllers, transmitting the hand controller data to the Alliant supercomputer, 
communicating the RMS state information from the Alliant to the Indigo2 graphics computer, and 
sending the user head position data from the Fastrak tracker to the Indigo2 to determine the 
viewpoint for the rendered scene. A later enhancement to these requirements was the ability to 
communicate hand controller inputs to the Indigo2 as an alternative means of navigating the 
user's viewpoint. 

Several factors complicated the relatively simple scenario just described. The only 
available interface device capable of translating analog data from the hand controllers into the 
16-bit digital values required by the RMS simulation was a National Instruments AT-MIO- 16X 
data acquisition board designed to fit into an IBM PC/AT compatible computer with EISA bus. 
Communication between the CAVE laboratory and the Alliant supercomputer was to be 
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implemented by a SCRAMnet fiber optic link. The SCRAMnet board is a W b u s  board which 
is not compatible with the chassis of the PC or the Indigo2; it could only be installed in another 
machine, a Silicon Graphics 320 VGX. Thus, the simulation network had to include four 
computers rather than two: the Alliant, with network name "cut"; the Indigo', referred to as 
"sufire"; the SGI 320 VGX, known as "cuvel"; and an Intel 486DX-33 based PC called "mspc". 
All communication between machines other than cuvel and cut was to be done over an Ethernet- 
based local area network using IP (Internet Protocol). An Internet communication link between 
cavel and cut also had to be established for testing and integration of the system pending the 
installation of the fiber optic link (which has yet to be accomplished at the time of this report). 

Besides the hardware differences between the four platforms, development of software 
was complicated by differences between the various operating systems and language compilers. 
Both Silicon Graphics machines (sufire and cut) are Unix-based machines; the Indigo' (sufire) 
runs IRIX 5.3 and ANSI C 3.19 (which were upgraded during the summer causing some delays) 
while the 320 VGX (cavel) runs IRIX 4.0.5 and ANSI C 1.1. The Alliant (cut) runs a real-time 
Unix kernel (Concentrix 5.7.00) and Concentrix C 4.0.17. The 486 PC (mzspc) runs MS-DOS 
6.22; PC software was developed using Borland's Turbo C++ 3.0. For the most part, C language 
source code is compatible between the two SGI machines. A few modifications had to be made 
when coding for the Alliant, but the network function calls adhered to the same FWC (Remote 
Procedure Call) standard used on the SGI machmes. The network function calls for the PC used 
Novell's LAN WorkPlace for DOS Socket Library, which is quite different from RPC; this 
complicated programming somewhat. 

One of the first tasks in the integration of the simulation was to outfit a personal computer 
for the task of hand controller data acquisition. The other computers were already in place and 
connected to the Internet via local area networks. To complete the hardware test bed, however, 
a suitable PC (Intel 486-based) had to be located and a network interface card and software 
drivers had to be installed. With the network hardware and drivers and C compiler in place, test 
programs were developed to acquire and display analog data using the NI-DAQ (National 
Instruments Data Acquisition) library functions. Subsequently, code was added to broadcast the 
acquired data to the other machines using UDP (User Datagram Protocol, a connectionless, 
unreliable messaging protocol for sending data over the Internet). Corresponding code was 
written for the Silicon Graphics 320 VGX to accept data from the PC and relay it to the other 
computers. 

In testing the UDP-based communications programs, it became evident that messages were 
arriving out of order on a regular basis, particularly in the case of communications to the Alliant 
(which is not on the CAVE lab local area network (LAN)). In many cases the exit message from 
the PC, which is used to terminate the simulation on the other three machines, would be lost and 
the programs on other machine(s) had to be aborted manually. Considering these problems and 
the fact that other data communications to and from the Alliant are done using TCP 
(Transmission Control Protocol, a comection-oriented messaging protocol which is slower but 
more reliable than UDP), it was decided to rewrite the communications code for all four 
machines using TCP sockets. Once debugging was completed, the TCP-based programs offered 
the advantage of easy two-way communication between machines (since sockets are bidirectional) 
in addition to enhanced reliability due to guaranteed message delivery. 
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While software development was in progress, a user interface station (the "Virtual Reality 
Chair") was being designed and constructed by MSFC support personnel. This user station 
consists of a wooden chair modified with two special arm rests on which the RMS hand 
controllers are mounted. A wooden chair was chosen in order to minimize the amount of metal 
in the simulation test bed area; metal objects can interfere with the performance of the Polhemus 
Fastrak magnetic spatial tracking system used to track the user's head movements. The arm rests 
can be pivoted to allow the user to easily enter and exit the chair, and allow him/her to adjust 
the lateral spacing between the controllers. The arm rests can also be adjusted vertically in order 
to accommodate users of varying heights. Finally, the hand controller mounts are slotted to allow 
them to be adjusted to various positions closer or farther away from the user. This reach 
adjustment helps to facilitate the comfortable use of the "VR chair" by operators of varying 
physical sizes. MSFC and contractor support personnel also assisted with manufacture of the 
cables used to connect the hand controllers with the data acquisition board and the Fastrak unit 
with the Indigo2. 

Additional software development was needed in order to extract the RMS state vector and 
joint angles from the real-time simulation on the Alliant. Bob Linner of MSFC was asked to 
assist with this part of the project since he is most familiar with the simulation. Delays in 
completing this part of the overall simulation loop threatened to stall progress on the project. 
In the interim, a program 'comm50' was written to run on cut. It supplies fixed joint angles so 
a stationary RMS arm can be rendered, and echoes the hand controller data sent to it (after 
converting the values to floating-point format) so the controllers can be used to "fly" the 
simulated arm directly. This bypasses the RMS dynamics, reducing the fidelity of the simulation, 
but allowed development of the communications and graphics routines to proceed. 

With communications among the various machines established, additional software 
routines were needed to create the graphical environment and manipulate the viewpoint and 
payload on the image generation computer sufire. The simulation program on sufire was 
developed using Sense8's WorldToolKit (WTK), a virtual environment development package 
which is available for a number of computing platforms including SGI machines. Three- 
dimensional graphical models of the objects of interest had already been developed by Mark 
Slone of MSFC. These models were defined as "C" code including SGI Graphics Library (GL) 
calls; thus, aside from some scaling and minor modifications to suit the application, they could 
be used directly on the SGI Indigo2. However, since the models were developed and integrated 
as GL code rather than WTK objects, WTK sensor objects could not be attached directly to the 
payload. Instead, software was developed to convert between GL and WTK coordinate systems 
and manipulate the object representing the payload. Since the user viewpoint is not attached to 
any graphical entity in the virtual world, it can be manipulated by WTK sensor update functions. 
Specifically, any of three WTK sensor objects can Yly" the viewpoint: the Polhemus Fastrak, 
the mouse, or the hand controllers (when set to "COARSE" mode only; "VERNIER" mode 
manipulates the RMS and its payload). The Fastrak and mouse drivers are supplied with 
WorldToolKit; the hand controller driver was developed for this project. It is also possible to 
add other input devices such as a Spaceball to manipulate the viewpoint for the simulation if 
desired, though the primary method envisioned for this is the use of the hand controllers for gross 
movements and the head tracker for fine adjustments of position and orientation. 

A simulation is initiated by running the simulation coordinator program on the Silicon 
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Graphics 320 VGX computer ( c a d ) .  This program, 'simcavel', acts as a TCP/IP server, 
accepting socket connections from each of the other three computers. Sirncavel first waits for 
a connection from the data acquisition computer (mspc). This will occur when the user runs the 
program 'simrmspc' from the MS-DOS prompt. Once the socket to mspc is connected, cavel 
waits for and accepts a similar connection from the Alliant (established by running 'comm50' 
on cat) and finally from the Indigo2 (the user should run 'simsafiie' on safire). When all three 
sockets are connected, cave1 enters the main program loop, which serves to sequence the order 
of events and transfer the data required for each frame of the simulation. This continues until 
the user strikes a key on the PC keyboard, or until an unrecoverable communications error occurs 
(which is rare). The user keystroke causes a special flag to be set which is passed to cavel and 
thence to the other two computers, causing them to exit their programs. 

CONCLUSIONS AND REXOhlMENDATIONS 

The virtual environment simulation described above was integrated over a 10-week period 
from May 20 - July 26, 1996. While some delays were encountered in obtaining hardware 
components and software to interface to the RMS simulation on the Alliant supercomputer, all 
data communications functions necessary for integration of the simulation were accomplished 
during the Fellowship period. Successful operation of the virtual environment simulation (minus 
the RMS dynamics) has been demonstrated. A user in the "VR chair" wearing a head-mounted 
display experiences an immersive graphical environment which reacts to user navigational and 
control inputs. Users of the simulator are able to control the positioning of the space station 
module and its CBM in a manner similar to the boresighted camera approach if desired, by 
simply observing the target CBM and manipulating the hand controllers. The real advantage of 
the simulated environment, however, is the ability of the user to adjust the viewpoint position and 
orientation using head movements and hand controller or mouse commands and thus get a three- 
dimensional, close-up view of the capture surfaces. 

Possible follow-on work would include obtaining or developing more detailed three- 
dimensional. models of the CBM in order to add greater realism to the simulation and give the 
user a virtual experience even more similar to the actual task. It also would be desirable to more 
thoroughly evaluate the system's performance (particularly in terms of frame rate and temporal 
lag) with a view towards improving those parameters and enhancing the user's perception of 
immersion in the virtual environment. Ultimately, human factors experiments should be designed 
and conducted to compare the system with the boresighted camera docking approach. Many 
other behavioral and training experiments might be devised to take advantage of this unique 
simulation testbed. 
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Evaluation of an Anthropometric 
Human Body Model for 

Simulated EVA Task Assessment 

One of the more mission-critical tasks performed in space is extravehicular 
activity (EVA) which requires the astronaut to be external to the station or spacecraft, 
and subsequently at risk from the many threats posed by space. These threats include, 
but are not limited to: no significant atmosphere, harmful electromagnetic radiation, 
micrometeriods, and space debris. To protect the astronaut from this environment, a 
special EVA suit is worn which is designed to maintain a sustainable atmosphere (at 
113 atmosphere) and provide protection against the hazards of space. While the EVA 
suit serves these functions well, it does impose limitations on the astronaut as a 
consequence of the safety it provides. 

Since the astronaut is in a virtual vacuum, any atmospheric pressure inside the 
suit serves to pressurize the suit and restricts mobility of flexible joints (such as fabric). 
Although some of the EVA suit joints are fixed, rotary-style joints, most of the mobility is 
achieved by the simple flexibility of the fabric. There are multiple layers of fabric, each 
of which serves a special purpose in the safety of the astronaut. These multiple layers 
add to the restriction of motion the astronaut experiences in the space environment. 

Ground-based testing is implemented to evaluate the capability of EVA-suited 
astronauts to perform the variom tasks in space. In addition to the restriction of motion 
imposed by the EVA suit, mcz; >./A activity is performed in a micro-gravity c -*'?ss) 
environment. To simulate weightlessness EVA-suited testing is performed I C  I '.-Urral 
buoyancy simulator (NBS). The NBS is composed of a large container of water (pool) 
in which a weightless environment can be simulated. A subject is normally buoyant in 
the pressurized suit; however he/she can be made neutrally buoyant with the addition 
of weights. In addition, most objects the astronaut must interface with in the NBS sink 
in water and flotation must be added to render them "weightless". The implernertstion 
of NBS testing has proven to invaluable in the assessment of EVA activities performed 
with the Orbiter and is considered to be a key step in the construction of the 
International Space Station (ISS). 

While the NBS testing is extremely valuable, it does require considerable 
overhead to maintain and operate. It has been estimated that the cost of uti!L.-:3 the 
facility is approximately $10,000 per day. Therefore it is important to maximize the 
utility of NBS testing for optimal results. One important aspect to consider in any 
human/ worksite interface is the considerable wealth of anthropometric and ergonomic 
data available. A subset of this information specific to EVA activity is available in 
NASA standard 3000. The difficulty in implementing this data is that most of the 
anthropometric information is represented in a two-dimensional format. This poses 
some limitations in complete evaluation of the astronaut's capabilities in a three- 
dimensional environment. Advances in computer hardware and software have 
provided for three-dimensional design and implementation of hardware with the 
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advance of computer aided design (CAD) software. There are a number of CAD 
products available and most companies and agencies have adopted CAD as a 
fundamental aspect of the design process. Another factor which, supports the use of 
CAD is the implementation of computer aided manufacturing (CAM) software and 
hardware which provides for rapid prototyping and decreases the time to product in the 
design process. It is probable that most hardware to be accessed by astronauts in EVA 
or IVA (intravehicular activity) has been designed by a CAD System, and is therefore 
represented in three-dimensional space for evaluation. 

Because of the implementation of CAD systems and the movement towards early 
prototyping, a need has arisen in industry and government for tools which facilitate the 
evaluation of ergonomic consideration in a three-dimensional environment where the 
hardware has been designed by the CAD tools. One such product is Jack which was 
developed by the University of Pennsylvania with funding from several government 
agencies, including NASA. 

While the primary purpose of Jack is to model human figures in a ground-based 
(gravity) environment, it can be utilized to evaluate EVA-suited activities as well. The 
effects of simulated gravity must be turned off by turning off "behaviors". Although Jack 
provides human figures for manipulation, the primary instrument to be evaluated for 
EVA mobility is the work envelope provided by the EVA suit. An EVA Jack suit model 
has been developed by NASA-JSC and was utilized in this study. This suit model 
provided a more restrictive motion environment as expected for an EVA suited subject. 
As part of this study, the anthropometric dimensions for a 50th percentile male were 
compared with basic anthropometric data and were found to be representative for the 
population group expected in the NASA flight program. The joints for the suit were 
created in a manner which provided consistent performance with EVA reach envelopes 
published in NASA standard #3000. 

In order to fully utilize the EVA capabilities of Jack, the EVA suited subject must 
be validated in some manner. The best available standard for the ISS is the NBS 
testing facility at Marshall Space Flight Center (MSFC). Subsequently, it was 
determined that the optimum test for Jack was to compare it with NBS studies.. 
Therefore the Jack suit model was visually compared with still photographs of an NBS 
testing scenario. One important aspect to consider is that the actual EVA suits do 
provide some adjustments for sizing to the particular dimensions of the astronaut. 
Therefore the photographs of actual NBS testing will document the sizes for people 
with varying body dimensions. A case in point is that a male astronaut whose height is 
50th will probably not have a legs, arms and a torso which are all precisely 50th 
percentile. Subsequently, it is anticipated that there will be some variations found in 
comparing any "standard" computer generated model with actual subject data. 

One great strength of using a computer generated subject is that the subject and 
environment can be manipulated with great ease. Unlike actual EVA and NBS testing, 
there are no time limits for breathing, etc. In addition, "camera" views can be placed 
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literally inside of objects to provide information that might otherwise be unavailable with 
physical testing. The cost per hour of computer animation is much less than current 
NBS testing; emphasizing the utility of this form of evaluation. The important question 
remains as to whether this testing is indeed indicative of the data provided by NBS 
testing. 

The time duration of the study and length limitations of this report preclude a thorough 
demonstration of the visual comparison of Jack with NBS data; however the study was 
focused on NBS photographs which demonstrated difficult tasks performed by several 
different astronauts. The actual task evaluated was the deployment of an Orbiter 
payload which carries the Space Station Remote Manipulator System (SSRMS). This 
task involved removing the pallet (LDA) carrying the SSRMS from the payload bay and 
attaching it to a module of the ISS. After the LDA was secured, eight long bolts were 
removed from the SSRMS which held it to the LDA during flight. These bolts were 
approximately 40" in length and their removal provided a good illustration of the reach 
limits of the astronauts during EVA. In order to untorque and iemove the bolts the 
astronauts feet must be secured in an Articulating Portable Foot Restraint (APFR) 
which could be attached to one of several different Worksite Interface sights (WIFs) 
located on the LDA assembly. Once an astronaut had removed the bolt, it was handed 
to the accompanying astronaut for stowage in a bolt stowage assembly on the LDA for 
the flight back to earth. 

The Jack figure which illustrates the reach difficulty for this task for a 50th 
percentile male is illustratec ,r. F x e  1 A. The "matching" NBS photograph is 
illustrated in Figure 16. It should be noted that this photograph involves a ;; 
astronaut whose basic dimensions are approximately 60th percentile. The slignt 
difference is evident in the comparison; however the Jack model reach envelope is 
visually accurate to less than two inches. The Jack figure which illustrates the reach 
difficulty for this task for a 5th percentile female is illustrated in Figure 2A. The 
"matching" NBS photograph is illustrated in Figure 2B. It was fortunate for this study 
that a 5th percentile female astronaut was available for the NBS testing. In this case 
the Jack simulation was once again accurate to less than two inches. 

- 

As a final observation, the Jack model(s) evaluated in this study did function well 
as a simulation of the NBS testing. On the average, the Jack model reach envelopes 
were a conservative estimate of reach envelopes observed in NBS testing. This was 
viewed as a positive side effect since it would provide for a margin of safety during 
computer evaluation. It should also be noted that this "side effect" is expected since 
the computer models will provide normal, comfortable reach envelopes whereas the 
NBS test illustrated astronauts stretching to extend their normal reach envelopes. It is 
my firm conclusion that computer models such as Jack should be utilized to their fullest 
potential for any human-machine interaction ... both EVA and IVA. 
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INTRODUCTION 

In 1997, the United States [NASA] and the Paton Electric Welding Institute are scheduled to 
cooperate in a flight demonstration on the US. Space Shuttle to demonstrate the feasibility of 
welding in space for a possible repair option for the International Space Station Alpha. This 
endeavor, known as the International Space Welding Experiment (ISWE), will involve astronauts 
performing various welding exercises such as brazing, cutting, welding, and coating using an 
electron beam space welding system that was developed by the E.O. Paton Electric Welding 
Institute (PWI), Kiev Ukraine. This electron beam welding system known as the “Universal 
Weld System” consists of hand tools capable of brazing, cutting, autogeneous welding, and 
coating using an 8 kV (8000 volts) electron beam. The electron beam hand tools have also been 
developed by the Paton Welding Institute with greater capabilities than the original hand tool, 
including filler wire feeding, to be used with the Universal Weld System on the U.S. Space 
Shuttle Bay as part of ISWE. The hand tool(s) known as the Ukrainian Universal Hand [Electron 
Beam Welding] Tool (UHT) will be utilized for the ISWE Space Shuttle flight welding exercises 
to perform welding on various metal alloy samples. A total of 61 metal alloy samples, which 
include 304 stainless steel, Ti-6A1-4V, 2219 aluminum, and 5456 aluminum alloys, have been 
provided by NASA for the ISWE electron beam welding exercises using the UHT. These 
samples were chosen to replicate both the U.S. and Russian module materials. The ISWE 
requires extravehicular activity (EVA) of two astronauts to perform the space shuttle electron 
beam welding operations of the 61 alloy samples. A third astronaut will provide processing feed 
back to the two EVA astronauts from the orbiter aft flight deck. 

This study was undertaken to determine if a hazard could exist with ISWE during the electron 
beam welding exercises in the Space Shuttle Bay using the Ukrainian Universal Weld System 
with the UHT. The safety issue has been raised with regard to molten metal detachments as a 
result of several possible causes such as welder procedural error, externally applied impulsive 
force(s), filler wire entrainment and snap-out, cutting expulsion, and puddle expulsion. Molten 
metal detachments from either the weldcut substrate or weld wire could present harm to a 
astronaut in the space environment if the detachment was to bum through the fabric of the 
astronauts Extravehicular Mobility Unit (EMU). Gravitational forces on the order of 0.001 that 
of the earth surface gravity in the space shuttle bay may decrease the likelihood of a molten metal 
detachment due to the decreased gravitational force acting on the molten metal drop. The dropout 
of the weld pool under the force of gravity would be more likely under terrestrial situations than 
in space welding. However, molten metal accumulation may be more likely at the end of the 
weld filler wire as a result of less gravity pulling on the drop at the wire end. Some possible 
ways of obtaining molten metal drop detachments would include an impulse force, or bump, to 
the weld sample, cut surface, or fller wire. If a large enough molten metal drop accumulated at 
the end of the filler wire could possible be shaken off, or the sample plate could be struck while 
welding or cutting so as to release a molten metal drop. 

An accurate understanding between the weight, nearly zero gravity for space welding, of 
liquid metal drops and surface tension is necessary for developing a model which describes 
liquid metal drop detachments. If one considers a liquid metal drop hanging from a round cross- 
section, the weight of the drop can be related to the surface tension through a simple force 
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balance. Since the surface tension represents the force holding up or opposing the liquid metal 
drop from detaching and the weight of the liquid metal drop is the force that is tending to detach 
the molten metal drop, an expression can be determined representing the force balance. A simple 
approximate expression representing the force balance can be expressed as 

where pmgV is the weight of the liquid metal drop which is proportional to the interfacial surface 
tension y, Pm is the liquid metal density of the liquid metal drop, V is the volume of the drop, and 
g is the gravitational acceleration. This expression is somewhat approximate since it assumes 
that the entire drop detaches whereas in reality only a part of, not the whole, drop detaches. The 
drops that detach can be much smaller than the original hanging drops depending on the surface 
tension and liquid metal density. Assuming a detached spherical liquid metal drop, the volume V 
can be determined and thus the size or radius r of the drop given by 

where C is a numerical constant. Thus, this expression provides an estimate for the size of a 
freely hanging liquid metal drop. 

Theoretical Model 

A way of producing a molten metal detachment would be by an impulse or bump to weld 
sample. During the welding of a sample, it is possible that a quantity of molten metal could 
become detached by splashing the molten metal out from the weld puddle. This would in part 
depend on how secure the weld samples are fastened or bolted. Properly securing the weld 
samples will greatly minimize the effect an impact could have on lifting the molten metal above 
the weld puddle. If the samples are not securely bolted down and fastened then it becomes more 
easier for an impact force @e. a bump) to cause molten metal to be lifted up and possibly 
splashed from the weld puddle. It is possible to estimate the amount of liquid molten metal that 
could be displaced from a weld puddle in terms of the width and depth of the weld puddle. If the 
weld puddle has a depth equal to W/2 and a width equal to W then the maximum volume V,, of 
liquid metal that could be displaced from the puddle would be equal to 

v,, =zw3/12 [31 

and it may be anticipated that about 50% of this volume would exit the puddle as a molten drop. 

During the welding operation, it is possible that the filler wire which is partially emerged into 
the molten metal weld pool might be snapped out of weld puddle so as to entrain and release a 
liquid metal drop with an initial velocity. As the filler wire is lifted from the weld pool it is 
wetted by the molten metal. As a consequence some of the molten metal comes up with it. At a 
certain height that the liquid metal is lifted, the normal level of the weld pool surface becomes 
unstable above the weld pool and breaks away. The minimum force to achieve this detachment 

vm-2 



would be equal to the weight of the fiier metal wire plus the weight of the liquid metal that is 
being lifted. If the filler wire, which is emersed into the molten metal weld puddle, is lifted up 
out of the weld puddle then a given volume of molten metal will be lifted out of the weld puddle 
and then become detached. The volume of molten metal Vwe that could be lifted up and become 
detached would be equal to 

Vwe = na3 13 [41 

where a is radius of the filler wire emerged into the weld puddle. The above equation would 
describe the maximum amount of molten metal that would be removed from the weld pool as a 
result of the filler wire being dipped into the weld pool and then lifted out of the weld pool. 

If the filler metal wire is not in the weld puddle for a given length of time it is possible that 
molten metal can accumulate at the end of the filler metal wire. In order for this to occur, the 
filler wire must remain lifted far enough and long enough away from the molten metal weld 
puddle for molten metal to accumulate. If the molten metal accumulation comes in contact with 
the weld puddle surface, then due to surface tension the molten metal accumulation will be 
pulled directly into the weld puddle. However, if the filler wire is held for a long enough time 
away from the weld puddle, the growth rate of the metal volume on the end of the filler wire can 
be written in terms of the filler wire velocity, area, and time. If the volume is expressed in terms 
of the radius of the molten metal accumulation at the tip of the filler wire, then the rate of growth 
of the molten metal drop can be expressed as 

4nr3/3 = uAt c51 

where 2) is the filler wire feed rate or velocity, A is the filler wire cross-sectional area, t is the 
time, and r is the radius of the molten metal accumulation at the end of the filler wire. A large 
drop could be defined as a drop with a radius approximately three times equal to or greater than 
the radius of the filler wire. The impact velocity to detach a large molten metal drop from the 
end of the filler wire would be approximately equal to 

where v is the impact velocity required to detach a large drop from the end of the filler wire, V is 
the volume of the drop, a is the filler wire radius, y is the interfacial surface tension, and h has a 
value of order 1 to 2 . This expression provides a measure of the difficulty to detach or separate 
large drops that have grown in size at the end of the filler wire from the electric arc during 
electron beam welding. 

During an electron-beam cutting exercise of the metallic sample, molten metal droplets can 
develop on the edges of the metal sample where the cutting has occurred. If a large impact or 
impulse force is applied to the metal sample, the molten metal droplets can pull away from the 
edge. If struck hard enough, the sample plate with molten metal pool or droplets on the side that 
is struck might release a drop of molten metal. In order for a liquid metal drop to detach, a given 
amount of energy must be expended to the drop to overcome the surface energy holding the drop 
in place. The amount of energy required to detach a molten metal drop would depend on the 
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interfacial surface free energy y and the surface area of the drop and be approximately equal to y 
Ah&=. The change in the surface area of the drop before and after detachment is 

Ahurface = &op aresidual - qNtial 171 

where hop is the surface area of the detached drop, aicbd is the initial surface area of the drop 
prior to being detached, and %Sidual is the residual surface area of molten metal left over on the 
surface after the drop has become detached. During an electron beam cutting process, the liquid 
metal drops that form on the edges of the cut on the sample often are diamond shaped rather than 
spherical. A drop can be considered as two cones joined together at a common base with a 
height h. The residual and initial drops are diamond shaped whereas the detached drop is 
spherical. Thus, for molten metal drops formed during the cutting process, Ahdace can be 
expressed as 

E81 2 0.5 
A h d a c e  = 47~(d1/2)~ + nd3{ h2 + (d3/2)2}0.5 - d 2 ~ {  h2 +(d2/2) } 

where dl is the detached drop diameter, d2 is the drop diameter before it was detached, d3 is the 
residual drop diameter left on the cut edge of the sample after the drop has been detached, and 2h 
is the length of the initial and residual drops. As seen from the above expression, both the 
detached molten drop and the residual drop have the same equal length h but different size 
diameters whereas the detached molten metal drop is spherical. When a molten metal drop 
becomes detached, it acquires a velocity and thus a kinetic energy associated with the 
detachment. If just enough energy has been utilized to detach a drop at the interface where the 
drop is connected to the cut edge with no additional energy left over then the energy to detach the 
drop can be expressed simply in terms of the kinetic energy of the drop and thus given by 

where is the kinetic energy of the detached drop, mop is the mass of the detached drop, 
and vkOp is the velocity of the detached drop. Equation [9] provides an expression of the 
minimum amount of energy required to detach a free hanging liquid metal drop at the cut edge of 
a welding sample. However, if a large enough impact force is applied to the plate and thus the 
sample that energy is available to both detach the drop and to propel or accelerate the drop 
outward away from the cut edge, then the extra energy left over after the drop has been detached 
will be kinetic energy available to throw the drop outward away from the plate. Thus, the above 
expression can be modified to include this extra kinetic energy and therefore given by 

where Vext is the velocity that the drop will achieve after it has been detached due to the extra 
energy available after the drop has been detached. Thus the drop will accelerate as a projectile a 
distance horizontal in the x direction and a distance downward in the y direction. If the distance 
the drop goes in the x direction is X and the distance the drop travels in the y direction S, then the 
velocity of the drop Vext relative to the plate can be expressed as 



where t is the time, X is the horizontal distance, Vplat, is the velocity of the plate to which the 
molten metal drop is attached, S is the vertical distance, and g is the gravitational acceleration. 
Thus equation [IO] can thus be expressed as 

where V&op is the volume of the drop, Pm is the molten metal drop density, V&op is the drop 
velocity. Thus, if there is no extra energy available after the drop has been detached i.e., VexFO, 
then 

[I31 0.5 - vplat, = Xmax { g/2S 1 - (2y A ~ ~ ~ J ~ ~ ~ ~ ~ ~ ’  = vkop 

Experimental Method 

The experimental testing was performed in a 4 ft. X 4 ft. vacuum chamber at MSFC enabling 
protective garment to be exposed to the molten metal drop detachments to over 12 inches. The 
chamber was evacuated to vacuum levels of at least lX10-5 torr (50 microTorr) during operation 
of the 1.0 k W  Universal Hand Tool (UHT). The UHT was manually operated at the power 
mode appropriate for each material and thickness. The space suit protective welding garment, 
made of Teflon fabric (10 oz. per yard) with a plain weave, was placed on the floor of the 
vacuum chamber to catch the molten metal drop detachments. A pendulum release mechanism 
consisting of four hammers, each weighing approximately 3.65 Ibs, was used to apply an impact 
forces to the weld sample/plate during both the electron beam welding and cutting exercises. 
Measurements were made of the horizontal fling distances of the detached molten metal drops. 

Results and Conclusions 

The volume of a molten metal drop can also be estimated from the size of the cut. Utilizing 
equations [7]-[8] calculations were made to determine A h d m e  for 304 stainless steel for cutting 
based on measurements of metal drop sizes at the cut edges. For the cut sample of 304 stainless 
steel based on measurement of the drop size at the edge, A h d a c e  was determined to be 0.0054 
in2. Calculations have indicated only a small amount of energy is required to detach a liquid 
metal drop. For example, approximately only 0.000005 ft-lb of energy is necessary to detach a 
liquid metal steel drop based on the above theoretical analysis. However, some of the energy 
will be absorbed by the plate before it reaches the metal drop. Based on the theoretical 
calculations, it was determined that during a weld cutting exercise, the titanium alloy would be 
the most difficult to detach molten metal droplets followed by stainless steel and then by 
aluminum. The results of the experimental effort have shown that molten metal will detach if 
large enough of a hammer blow is applied to the weld sample plate during the full penetration 
welding and cutting exercises. However, no molten metal detachments occurred as a result of the 
filler wire snap-out tests from the weld puddle since it was too difficult to cause the metal to 
flick-out from the pool. Molten metal detachments, though not large in size, did result from the 
direct application of the electron beam on the end of the filler weld wire. 
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Introduction 
A digital communications signal is a sinusoidal waveform that is modified by a binary 

(digital) information signal. The sinusoidal waveform is called the carrier. The carrier may be 
modified in amplitude, fiequency, phase, or a combination of these. In this project a binary phase 
shift keyed (BPSK) signal is the communication signal. In a BPSK signal the phase of the carrier 
is set to one of two states, 180 degrees apart, by a binary (i.e., 1 or 0) information signal. 

A digital signal is a sampled version of a “real world” time continuous signal. The digital 
signal is generated by sampling the continuous signal at discrete points in time. The rate at which 
the signal is sampled is called the sampling rate fJ, The device that performs this operation is 
called an analog-to-digital (AD) converter or a digitizer. The digital signal is composed of the 
sequence of individual values of the sampled BPSK signal. 

operations. A device that performs this processing is called a digital signal processor. After 
processing, the digital signal may then be converted back to an analog signal using a digital-to- 
analog @/A) converter. 

fiom a BPSK signal using DSP techniques. The project is broken down into the following steps: 

Digital signal processing (DSP) is the modification of the digital signal by mathematical 

The goal of this project is to develop a system that will recover the digital information 

(1) 
(2) Simulation of the system. 
(3) 

Development of the algorithms required to demodulate the BPSK signal. 

Implementation a BPSK receiver using digital signal processing hardware. 

Algorithm Development 

communications signal. For a BPSK signal, the receiver must be able to recreate a local oscillator 
(LO) signal that matches the exact frequency and phase of the transmitted signal carrier. A 
tracking loop for the LO will track any variation in frequency and phase that the transmitter 
carrier may undergo. For this project a Costas Loop is used [l]. 

LO phase. Figure 1 is a block diagram showing the algorithms used to implement the Costas 

A digital communications receiver extracts the information signal fiom a digital 

The Costas loop generates a phase error term, filters it, then uses this error to adjust the 

loop. 
The transmitted BPSK signal is sampled at the receiver by a high speed A/D. The output 

of the AD is a sequence of samples called s(n). 

s(n)= m(n)cos(w,n + &) (1) 
where: m(n) is the information signal (+1 or -1) 

w,n is the carrier fiequency 
4 is the carrier phase offset 

sfn) is downconverted by a complex LO. The downconverted signal may be expressed as: 

b(n)= s(n)cos(w,n + &n) - js(n)sin(w,n + &n) (2) 
where: &n is the LO phase offset 
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BPSK Demodulator 

T. Garcia 12 Jun 96 

file: demodb1k.m 

costas Loop 

Figure 1 , SIMULINK Block Diagram of a Costas Loop 

Substituting the expression for s(n) from equation (1) and filtering out the oc products from this 
operation results in the following: 

b(n)= -[cos(B, m(n> - 6,n)-jsin(6, - 6p)] (3) 
2 

When the receiver is tracking the carrier, both phase offsets are equal (6 - &n = 0). Then: 

b(n)= - m(n) (4) 
2 

The information signal is recovered. 
In order to insure that &n = 61 the Costas loop is used. First a phase error term is 

generated. This is accomplished by multiplying the real and imaginary parts of b(n) in equation 
(2) and filtering out the high frequency terms. 

Using a trigonometry identity this may be rewritten as: 
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When the phase error, (&-&n), is very small this may be approximated by: 

This phase error term now passes through an infinite impulse response loop filter that determines 
the tracking loop dynamics. The output of the loop filter is the phase error term to be used to 
correct the LO phase: 

$@)error = q ( n )  + a(n) (8) 
where 4 n )  =p4(n) + a(n-I) 

a is a gain term 
p i s  the gain of the recursive part of the filter 

Now that the phase error correction term has been determined, the next phase increment for the 
LO may be evaluated. 

$(n+l) = &n) + mcT + @@)error (9) 
where #n) 

wcT 
is the current phase 
is the phase advance due to the carrier fi-equency 

This process is repeated as each sample arrives from the A/D. 

Simulation 

the computer allows the mathematical algorithms for digital signal processing to be developed 
and analyzed. The characteristics of the receiver under various conditions are analyzed. 

were used. MATLAB is a high-level numerical computation and graphics package. The Costas 
loop simulation is written following the above derivation. With the Signal Processing Toolbox 
digital filters may easily be designed and analyzed. The lowpass FIR filter was designed in this 
manner. SIMULINK is a graphical modeling and simulation tool for control and DSP systems 
analysis. It is an add on to MATLAB. The block diagram (Figure 1) for the Costas loop was 
drawn using SIMULINK. When the simulation is started, SIMULINK performs the mathematical 
processing of the connecting blocks. The C program was used since the actual DSP hardware 
code is developed using C. A C compiler then compiles the program into the DSP code and 
loads it into the hardware. 

All three simulation methods yield the same results since the algorithms were identical. 
The simulation consists of the following components. 

(1) information signal generation 
(2) BPSK signal generation 
(3) receiver 

This system is simulated on a PC computer before hardware is assembled. Simulation on 

Three different simulation methods, MATLAB [2], SIMULINK [3], and C program 



Information Signal Generation 
A maximal-length sequence PN code was generated using MATLAB. This is realized 

using a linear feedback shift register [5]. A sequence of length 127 bits is used. This sequence is 
used as the information digital signal. In the simulation the bit rate of the PN sequence is 500 
kHz. 

BPSK Signal Generation 
The PN sequence has values of “1” for one state and “-1” for the other. When this 

sequence is multiplied by a sinusoidal waveform, BPSK modulation results. The multiplication 
by “1” has no effect of the sinusoid while multiplying by “-1” results in a 180” phase shift. For 
simulation purposes, the sinusoid signal has a frequency of 10.7 MHz 

A signal of maximum frequency content F m a  will be exactly recovered from its sample 
values if the signal is sampled at a rate of F, > 2Fmm. The rate F, = 2Fmm is called the Nyquist 
rate and represents the minimum sampling rate possible [4]. 

The simulation uses a 10.7 MHz carrier being modulated by a 500 Kbit/sec data 
sequence. Therefore a sampling rate of at least 1 1.2 MHz * 2 = 22.4 MHz is needed. A sampling 
rate of 25 MHz was selected. The sampling rate of 25 MHz results in 50 samples of each 
information bit and 2.34 samples every period of the 10.7 MHz carrier. 

allows analysis of the demodulation performance when the transmitter carrier frequency is not 
stationary. 

The carrier is capable of being swept in frequency and to have a frequency step. This 

Receiver 
The receiver is simulated using the Costas loop algorithms. The MATLAB and C 

simulations use the mathematical expressions fiom the algorithm development in basically the 
same form as described above. MATLAB uses large arrays to contain the input and output data. 
The C program reads in the BPSK sampled data from a file and writes out the recovered data to a 
file to simulate actual DSP hardware operation. Plotting of results was done on MATLAB for 
both methods. 

These blocks are connected to form the Costas loop and the simulation is started. The BPSK 
sampled data is read in from a file. The output is plotted in a graph window. 

The lowpass FIR filter was designed using MATLAB. MATLAB uses the Parks- 
McCellan algorithm using the Remez exchange algorithm and Chebyshev approximation theory 
to design a filter with a minimum error between the desired frequency response and the actual 
frequency response. The filter length is 20. 

The SIMULINK simulation is done with pre-defined blocks of mathematical operations. 

Results 
The results of a simulation of a swept frequency on the transmitter fiom 9.7 MHz to 1 1.7 

MHz are shown in Figures 2 - 3. Figure 2 shows the phase error before and after filtering. As the 
carrier approaches the bandwidth of the system, the filtered phase error ramps up to the right 
showing that the LO is tracking the ramping frequency shift in the transmitter. When the carrier 
frequency exceeds the bandwidth on the left side, the loop loses coherency. Notice the bandwidth 
in which the loop may successfully track the transmitter is approximately 500 kHz. This 
bandwidth is set by the lowpass filter. Figure 3 shows the recovered data on the I channel. 
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Hardware 

for this project consists of the following 
Hardware implementation was not accomplished due time constrains. The DSP hardware 

4: 

4'. 

SUn SARCstation 10 Microcomputer 
Creative Engineering Concepts AD700 High Speed Digitizer 
Bit3 466 Bus Adapter 
Pentek 4272 Multiband Digital Receiver 
Pentek 4284 Digital Signal Processor 

- 

Conclusion 
Digital signal processing techniques may be developed to demodulate digital 

communication signals. The algorithms developed on this project successfully demodulated a 
BPSK signal. The carrier frequency was swept and the receiver was able to maintain lock and 
recover the information signal. The three simulation methods responded in the same manner. 
The results of the simulation show that the Costas loop designed will track the carrier signal with 
a k 245 kHz fiequency variation. The next step in this project is to complete the hardware 
realization and to develop algorithms for other digital communication signal formats. 
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Development of a Technique For Separating 
Raman Scattering Signals from Background Emission 

With Single-Shot Measurement Potential 

Introduction 

Raman scattering is a powerful technique for quantitatively probing high temperature and 
high speed flows. However, this technique has typically been limited to clean hydrogen flames 
because of the broadband fluorescence interference which occurs in hydrocarbon flames. 
Fluorescence can also interfere with the Raman signal in clean hydrogen flames when broadband 
UV lasers are used as the scattering source. A solution to this problem has been 
demonstrated.',' The solution to the fluorescence interference lies in the fact that the vibrational 
Q-branch Raman signal is highly polarized for 90" signal collection and the fluorescence 
background is essentially unpolarized. Two basic schemes are available for separating the 
Raman from the background. One scheme involves using a polarized laser and collecting a 
signal with both horizontal and vertical laser polarizations separately. The signal with the 
vertical polarization will contain both the Raman and the fluorescence while the signal with the 
horizontal polarization will contain only the fluorescence. This is the approach followed in Refs. 
1 and 2. The second scheme involves polarization discrimination on the collection side of the 
optical setup. For vertical laser polarization, the scattered Q-branch Raman signal will be 
vertically polarized; hence the two polarizations can be collected separately and the difference 
between the two is the Raman signal. This approach has been used for the work found herein 
and has the advantage of allowing the data to be collected from the same laser shot(@. This 
makes it possible to collect quantitative Raman data with single shot resolution in conditions 
where interference cannot otherwise be eliminated. 

Experimental Setup 

The experimental arrangement consists of a Heinken burner, a Lumonics Broadband 
Krypton Fluoride excimer laser (248.6 nm), a McPherson 1 m U V  spectrometer, a computer 
controlled Princeton Instruments intensified CCD camera system, a pulse generator and a calcite 
crystal used for separating polarizations. The schematic found in Fig. 1 shows the experimental 
setup including appropriate optics for focusing the laser beam over the burner and collecting the 
resulting signal. The schematic includes the essential electronic connections needed for proper 
operation of the camera in the gated, synchronized mode. The pulse/function generator was 
used to fire the laser on the positive going pulse and the camera on the negative going pulse. 
This allowed the function generator pulse width to be used as a delay. The 15 ns. laser pulse 
was centered on a 100 ns. camera gate using a pulse monitor from the FG-100 pulse generator 
and a photomultiplier (not shown) looking at stray light from the laser beam. The key element 
which is unique for this setup is the polarization separator. This crystal separates a beam of 
unpolarized incoming light into horizontal and vertical components separated by 4 mm. The 
crystal was placed just inside the slit of the spectrometer. A mask approximately 3mm in 
diameter was placed in from of the slit resulting in a pattern on the detector composed of two 
strips of light, each containing one spatial dimension and one spectral dimension. 
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Roman Scattering Setup 

The immediate form of the data is electronic images of the horizontally and vertically 
polarized components of the collected scatter. The image shown in Fig. 2 represents a sample 
of the raw data. The vertically polarized light appears on the left band and the horizontally 

separated based on polarization 

polarized light appears on the right band. The spectral direction is along the vertical axis with 
wavelcrigth increasing from bottom to top and the horizontal direction represents distance along 
a linear probe volume. This particular image was collected in a lean flame (OF = 4) with the 
spectrometer set at 269.8 nm. (This waveleng%-yesponds to the approximate center of the 



shown in Figs. 3 and 4. 
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image.) The horizontally polarized band is generally brighter because the spectrometer passes 
horizontally polarized light preferentially; however, some bands appear on the vertically 
polarized section which are not present on the horizontally polarized image. These areas 
represent Raman scatter. The two polarizations are normalized for collection efficiency and then 
their difference is taken to extract the Raman spectrum. This process is illustrated by the plots 

figure 3: 

Lean Flame 

.. 

Plot comparing vertically and horizontally polarized 
components of induced scatter 
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Figure 4 Difference between horizontal and vertically polarized components 
(Rarnan Signals for N, (left) and 0, (right)) 

The data for figs. 3 and 4 was taken from a 500 shot average image and then binned in 
the spatial direction for maximum signal strength. The spatial averaging is possible because the 
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the spatial direction for maximum signal strength. The spatial averaging is possible because the 
linear probe volume segment for this image is contained entirely in the core of the flame where 
the conditions are uniform on a time-averaged basis. 

The procedure for measuring temperature with the data available in this report is to 
collect data in a known flame condition to determine the correlation between the Raman signal 
and the number density, conduct Raman measurements in and unknown flow field at a known 
pressure, calculate the number density from the Raman signals and then calculate the 
temperature using ideal gas. It should be pointed out that, with a narrowband laser, the 
temperature can be determined directly from the shape of the Raman signal and then number 
densities (and partial pressures) can be determined from the total Raman signal strength. (This 
approach will be proposed for future hydrocarbon technique development. 

summary 

A novel technique for extracting Raman signals from interference has been demonstrated. 
This technique offers single shot measurement potential, quantitative use of Raman signals 
obtained using broadband UV lasers and the possibility of obtaining quantitative Rarnan data in 
hydrocarbon flames. 
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The purpose of this research is to develop a plan that gives schools the opportunity to acquire 
knowledge of the Stevenson-Wydler Technology Innovation Act. The law suggests that federal 
agencies give surplus equipment to educational entities. It would then become the school’s 
choice to take advantage of the opportunity. The purpose of this proposal is to develop an 
ongoing partnership with schools around the United States. Its attempt is to inform schools about 
the law and organize a plan that will allow schools to take advantage of this opportunity. It 
would inform teachers about available resources and expose their students to educational 
opportunities. 

RESEARCH APPROACH 

The initial approach to this research was to interpret Executive Order 12999, Stevenson- 
Wydler Technology Innovation Act. The law had to be examined carefully in order to dissect it 
components. The law is designed to transfer excess and surplus equipment to our nation’s 
classrooms, and encourage federal employees to volunteer their time, to assist teachers and 
connect classrooms. Additional components to this law were the Omnibus Reconciliation Act of 
1993, Public Law 103-66. This law refers to the Empowerment Zones and Enterprise 
Communities that are designed to afford communities real opportunities for growth and 
revitalization. The framework of the program consists of four key points -- economic 
opportunity, sustainable community development, community-based partnerships and strategic 
vision for change. In the executive order the Empowerment Zones and Enterprise Communities 
topped the priority list to receive surplus equipment. The priority list formed with Empowerment 
Zones and Enterprise Communities, Public and Private Elementary Schools, Public and Private 
Secondary Schools, Colleges and Universities and nonprofit organizations. The law was 
structured to help ease red tape for schools that need surplus equipment. 

Marshall Space Flight Center currently has a pilot plan in place to address the previous act. 
The center recently distributed equipment to the Tri-State Education Initiative and to the State of 
Alabama. My research required an expansion on the site’s approach for the six states the flight 
center services. The six states include: Alabama, Arkansas, Iowa, Louisiana, Missouri and 
Tennessee. The plan currently in effect would give notice to schools. The schools would then 
complete the necessary paperwork and return it to the Education Office. After completion of the 
paperwork the office would schedule a briefing for the school. Schools would be invited for the 
briefing and given an opportunity to view the equipment. Once school representatives select 
equipment for their schools’ systems it would then be tagged. They would return to their schools 
and wait for notice to pick-up their equipment. If more than one tag was on the equipment, the 
education office would decide what school would get the equipment by priority list, elementary, 
secondary, colleges and universities. Once the schools are notified, then the schools would have 
fourteen days to pick-up the equipment. 
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An examination of the current setup indicates that change needs to be made that would better 
accommodate participating states. The new executive order states that newspapers, community 
announcements, and the Internet can be used for promotion of the act’s purpose. It is my belief 
that NASA should use its established resources to distribute the information to each school, 
starting with three points of contact in each state. It should include: State Department of 
Education for public schools, State Department of Education for private schools and the 
Commission of Higher Education. I f d y  believe that additional information needs to be 
distributed on a wider scale. I would suggest contact be made with at least two newspapers and 
education associations in each state. I further suggest that NASA continue to use the resources 
already established. These include: Teacher Resource Center Network, NASA TV, NASA 
Spacelink, Pamphlets, Professional Conferences, Flyers, Mobile Teacher Resource Center and 
Teacher Enrichment Programs. 

I surveyed three hundred and sixty-two teachers, administrators around the United States. The 
levels included K-12, teachers and administers- local and state levels, Colleges and University 
faculty member and some University administrators. The surveys consist of ten questions that 
was asked of the pool in effort to acquire knowledge about this law. One question was, have you 
heard about the Stevenson-Wydler Technology Innovation Act? Their response indicated that 
ninety-seven percent of them had not and three percent had. Ninety-nine percent of the people 
surveyed said they did not know if their organization had taken advantage of this opportunity. 
One hundred percent of the people did not know how long this law had been in effect. Another 
question asked, was what is the most effective way for an educator to gather information that will 
benefit hidher institution. Forty-one percent said the Internet, eighteen percent said using a 
mailing list, seventeen percent said newspaper, fifteen percent said journal and nine percent said 
using other methods. They were also asked to list three ways educational systems nationwide can 
effectively receive information? The top three answers were Internet thirty-four percent, direct 
mail twenty-two percent and Journals and Organizations twenty percent. The surveyors were 
asked if they knew what an Empowerment Zone and/or Enterprise Community is? Eighty-seven 
percent of the surveyors did not know. Ninety-five of them did not know if they lived in one of 
these areas. It was also asked what would be the most feasible way your institution to view 
excess government research equipment. Forty-seven percent said the Internet, twenty-six percent 
said catalog or mailouts, fifteen percent said video tapes, nine percent said site visits and three 
percent said other ways. The final question is what method of delivery would be most feasible for 
your institution to receive surplus equipment and fifty-one percent said by UPS, thirty-four 
percent said by freight, ten percent said mail and five percent said personal pick-up. 

Research, interviews, and site visits contributed heavily to my results. After analyzing the 
information and the procedures of the pilot plan, I researched and interviewed people from 
Marshall Space Flight Center and prospective customers. Many customers I spoke with did not 
know where to obtain information related to the Stevenson-Wydler Technology Innovation Act. 
Considering my research, NASA must distribute the information to their customers in a more 
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feasible manner. The biggest “hurdle” is NASA’s inability to use the power of advertisement. 
The center should use its current resources to promote the programs that are available to the 
education community. 

My proposal is to distribute information to our educational customers via newspapers, 
educational associations and NASA programs already established. After the distribution of 
information to prospective customers and areas, contact should be made on a state-by-state basis. 
This should be done across the entire spectrum of education, from top to bottom. An example 
would be the State Board of Education for public and private schools, and Commission of Higher 
Education. Once the information is distributed the opportunity will then rest on the individual 
school systems. 

Another option for equal distribution is to let the school’s view and tag surplus equipment on 
the Internet. If NASA would start-up a database with the schools that are participating, then 
they would have a file of schools who have not taken advantage of this opportunity and contact 
those schools directly. This related information would strengthen the lines of communication and 
make future contact even much easier. 

Customers should also be briefed about the procedures and requirement for the program. This 
should be done using video tape so the customers would know what they need and what to expect 
when they surf the net and/or travel to the center, to tag equipment. A system should definitely 
be devised that would allow the customer to pickup equipment and/or have it shipped on the day 
it is tagged. This would be much more feasible and economical for the customers. 

My personal opinion is that implementation of the Stevenson-Wydler Technology Innovation 
Act should begin soon. Phase I, should begin August 1,1996, Distribute information to 
Newspapers, Education Associations, NASA TV, Internet, Pamphlets, Teacher Enrichment 
Programs and National Space Grant College and Fellowship Program State Consortium Offices 
should be contacted and information distributed related to the contact person and general 
information about the law. 

Phase II, September 1,1996, contact all school districts in the Empowerment Zones and 
Enterprise Communities. School representatives will complete necessary paperwork and return it 
to NASA‘s Education Office. Once the information is received the Education Program Office will 
mail a video tape for the district to view. After the tape is viewed it will be returned to the 
Education Office. The districts will later receive a letter informing the school of scheduled dates 
and times for the purpose of viewing and tagging equipment. The deadline for the paperwork 
should be returned around October 10, 1996. If the school chooses to tag equipment it should 
be available for delivery and/or pick-up the same day. 

Phase III will begin October 1996, contact State Department of Education for public and 
private schools. Their deadlines for response will be November 10,1996. Phase HI will follow 
the same steps as Phase II. After the information is received school representatives will be given 
an opportunity to view the equipment. 
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Phase IV will begin November 1,1996. The Commissioner of Higher Education in each state 
will be contacted. Phase IV will follow the same procedures as Phase 11 and III. Once the 
paperwork is received they will be able to view and tag equipment. The deadline for the 
paperwork will be December 10,1996. 

Phase V, the final stage of the implementation plan will allow all schools and nonprofit 
organizations to visit and view equipment. Once the information is stored on a database, the 
Education Office will have knowledge of the schools’ districts that did not participate and do a 
follow-up. With the usage of the database other educational opportunities for the schools will be 
easily relayed, having direct contact in each district. After completion of all phases the school will 
take advantage of the information, tag and visit as often as necessary. One must also remember 
the second part of the law-federal employers volunteering their time to help connect our schools 
to technology and equipment. Since Marshall has a volunteer program already in place, Project 
Laser, then this could be used as an integral part of the law that is already functional. Marshal 
Space Flight Center must institute tagging over the Internet, the pick-up on the same day as the 
site visit, and allow more days to view and tag equipment on site. Besides the laws, emphasis 
must be placed on school districts in all six states. This implementation program should include 
all schools. 

CONCLUSION 

Information that is proclaimed by law to help the needs of schools and school systems needs to 
fmd it way into these systems. With federal agencies having this information it must be distributed 
so all schools can take advantage of the opportunity. If we want our children to be prepared for 
the 21st century then all avenues must be open. These advances cannot be open for the few and 
privileged, but for all. If we only help the few and privileged, these United States will not be a 
functional, from a progressive standpoint, in the future. We have to distribute this information to 
everyone and let them make the decision about whether or not to take advantage. Some of this 
information will helps schools that have no funds to obtain some of the technology available. It’s 
in our hands how will we use it. Will we help only a few or will we help the masses. When we 
look at the opportunities of the Internet and the database the possibilities to open “doors” for the 
future seem endless. 
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INTRODUCTION 

Unlike terrestrial applications where gravity positions liquid at the "bottom" of the tank, 
the location of liquid propellant in spacecraft tanks is uncertain unless specific actions are taken 
or special features are built into the tank. Some mission events require knowledge of liquid 
position prior to a particular action: liquid must be positioned over the tank outlet prior to 
starting the main engines and must be moved away fiom the tank vent before vapor can be 
released overboard to reduce pressure. It may also be desirable to positively position liquid to 
improve propulsion system performance: moving liquid away from the tank walls will 
dramatically decrease the rate of heat transfer to the propellant, suppressing the boil-off rate, 
thereby reducing overall mission propellant requirements. The process of moving propellant to a 
desired position is referred to as propellant orientation or reorientation. 

Propulsive reorientation relies on small auxiliary thrusters to accelerate the tank. The 
inertia of the liquid causes it to collect in the &-end of the tank if the acceleration is forward. 
Liquid Acquisition Devices (LAD'S) rely on surface tension to hold the liquid within special 
geometries, (i.e. vanes, wire-mesh channels, start-baskets), to positively position propellants. 
Both of these technologies add significant weight and complexity to the spacecraft and can be 
limiting systems for long duration missions. The subject ofthe present research is an alternate 
technique for positively positioning liquid within spacecraft propellant tanks: magnetic fields. 

LOX is paramagnetic (attracted toward a magnet) and LH2 is diamagnetic (repelled fiom 
a magnet). Order-of-magnitude analyses, performed in the 1960's to determine required magnet 
size, concluded that the magnets would be prohibitively massive and this option has remained 
dormant during the intervening years. Recent advances in high-temperature superconducting 
materials hold the promise of electromagnets with sufficient performance to support cryogenic 
propellant management tasks. In late 1992, NASA MSFC began a new investigation in this 
technology commencing with the design of the Magnetically-Actuated Propellant Orientation 
(MAPO) experiment. A mixture of ferrofluid and water is used to simulate the paramagnetic 
properties of LOX and the experiment is being flown on the KC- 13 5 aircraft to provide a reduced 
gravity environment. The influence of a 0.4 Tesla ring magnet on flow into and out of a subscale 
Plexiglas tank is being recorded on video tape. 

The most efficient approach to evaluating the feasibility of MAPO is to compliment the 
experimental program with development of a computational tool to model the process of interest. 
The goal of the present research is to develop such a tool. Once confidence in its fidelity is 
established by comparison to data fiom the MAPO experiment, it can be used to assist in the 
design of future experiments and to study the parameter space of the process. Ultimately, it is 
hoped that the computational model can serve as a design tool for MI-scale spacecraft 
applications. 

MATHEMATICAL MODEL 
Although the practitioner of experimental or computational fluid mechanics may have 

familiarity with many of the features of the research problem, it is less liiely that helshe will 
have a strong background in the magnetic and paramagnetic aspects of the problem. The author 
spent considerable time and effort retrieving the background information in these areas and has 



collected the basic information into a single resource that it is hoped will be of value to other 
researchers who tackle this problem, “Magnetism and the Flow of Paramagnetic Fluids: An 
Introduction for the Non-Specialist.” In addition to this review of the basic physics, 22 papers 
related to the flow of paramagnetic fluids and ferrofluids were extracted from the literature and 
assembled into a reference resource. 

LOX and LH2 are reasonably well represented as incompressible, constant property, 
Newtonian fluids and therefore the flow of interest can be modeled using a modified form of the 
Navier-S tokes equations 

aV p-+p(V -V)V = -Vp + pV2V + pg + p,xHVH 
at 

where p, V, p, p, and 
p, is the permeability of fiee space, is the magnetic intensity, M is the magnetization, and x is 
the susceptibility. The last term on the right-hand side is known as the Pondermotive force and 
provides the coupling between the magnetic field and the fluid motion. The form shown assumes 
that: the direction of the magnetization vector is always in the direction of the local magnetic 
field, the fluid is electrically nonconducting, the displacement current is negligible, and the 
magnetization is linear. In addition to the usual flow boundary conditions, the normal stress 
boundary condition at a gadliquid interface is given by: 

have the usual definitions of density, velocity, viscosity, and gravity, 

where the first term is the “pressure jump” at the interface due to surface tension and the second 
term is the “magnetic pressure” due to the change in magnetization across the interface. 

COMPUTAT~ONAL MODEL 

and boundary conditions identified above and must model the large interface deformation and 
mass transport associated with bulk propellant motion within the spacecraft tank. These 
requirements eliminate most candidate CFD codes and identify the RIPPLE code as uniquely 
well qualified to serve as the foundation for building the desired computational tool. RIPPLE 
was developed at the Los Alamos National Laboratory under an interagency agreement with 
NASA and source code is readily available. Except for the Pondermotive force term, the 
baseline code provides all of the required capabilities and the fidelity of this code in modeling 
propulsive propellant reorientation has been previously demonstrated. 

A computational tool for the simulation of MAP0 must be able to solve all of equations 

RTPPLE models the transient laminar flow of an incompressible Newtonian fluid. The 
flow field is discretized into finite volumes to form a nonuniform computational mesh. A 
staggered-grid approximation to the continuity and momentum equations produces a nonlinear 
system of algebraic equations that is solved using a two-step projection method. The VOF 
technique is used to follow the advection of mass through an Eulerian mesh. The Continuum 
Surfaee Force (CSF) model provides a sophisticated and robust model for surface tension forces. 
A supporting graphics package, known as RGO, was ported to a workstation (SGI 4D/35TG) in 
the MSFC computational environment. The analysis code contains a sequence of subroutine 
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calls in which each subroutine computes the contribution of a force term to momentum equation. 
A new subroutine, ponder, has been written to compute the contribution of the Pondermotive 
force and this subroutine has been inserted into the calling sequence. Additional modifications to 
support the magnetic model have been accomplished including changes to the YO subroutines, 
common blocks, and modification of RGO to support variables introduced by the magnetic 
model. 

TEST CASES 

this report. One set of test cases were constructed with magnetic fields corresponding to; 
Wdx = constant, Wdy  = constant, and dh/dx = dh/dy = constant. Figure 1 shows that, as 
required by the theory, constant pressure contours are straight lines orthogonal to the gradient of 
the magnetic field, (the small deflections near the walls are an anomaly of the graphics). Figure 2 
shows the predictions of a test case designed to demonstrate the modified code’s ability to 
simulate a flow, driven by the pondermotive force, with a highly deforming free surface and 
surface tension. An imposed magnetic field gradient in the horizontal direction produces a 
region of high pressure at the left edge of the cavity which drives the bubble toward the right 
wall. Many other test cases have been studied and excellent results were obtained for all. 

Space limitations require that only a few selected computational results be presented in 

The goal of this effort, modeling the MAPO experiment has proven to be the most 
difficult test of the code. A dipole positioned along the tank centerline just below the bottom of 
the tank is used to represent the magnet. During simulation, a strong vortex quickly formed 
around the centerline at the bottom of the tank producing a geyser along the tank centerline that 
is not credible. A major effort ensued to determine the cause of the vortex. The pressure 
contours appeared credible. A variety of variations in modeling assumptions were studied to no 
avail. The expressions for magnetic field intensity and its gradient were re-derived and their 
numerical implementation checked for correctness using three different formulations. No errors 
were found. Analytical evaluation of the expression for the body force induced by the dipole 
field verified that the force field is irrotational. After considerable detective work, it was 
concluded that the source of vorticity might be the finite-difference approximations used to 
represent the body force in the code. A numerical experiment was performed to compared the 
curl of the body force computed small perturbations about the location where the force is 
computed to the curl computed “as the computational model would see it.’’ The results were 
conclusive and supported the hypothesis: the curl was being artificially generated in the code 
because the strong and highly nonlinear magnetic field in the neighborhood the dipole was not 
being adequately represented. The final analysis of the summer simulated the MAPO experiment 
using a mesh that is “packed” toward the region of high field strength near the dipole. The case 
starts with a flat fiee surface located at the mid-height of the tank and the gravitational field is 
linearly reduced from 1 g to 0.01 g during the first seven seconds to simulate the KC 135 
environment. Figure 3 presents a sequence of flow fields predicted for elapsed times from 
problem start of 2.0,4.0,6.0, 10.0, and 20.0 seconds. Although this result is now credible, M e r  
testing must be performed before confidence in the quality of the flow field predictions can be 
established. 
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FUTURE DIRECTIONS 

The preceding text describes twenty weeks, (two summers), of effort. A fairly difficult 
problem has been approached and preliminary tests indicate a good chance of success for the 
methods and tools developed. The next step should be an effort to improve the accuracy of the 
pondermotive force model. Although mesh refinement definitely helped reduce the problem of 
numerical vorticity, the study shows that elimination of this artifact may impose an unacceptable 
computational burden on other cases. Once this is accomplished, the code should be exercised 
on additional test cases that have been identified during the literature search for which 
experimental data or analytical solutions are available. The fidelity of the code should then be 
evaluated by comparing computational predictions to measurements from the MAPO experiment. 
SuccessN completion of this research program will produce a valuable tool that can be used for 
the design of additional experiments, to study the parameter space of the MAPO process, and 
ultimately as a design tool for full-scale spacecraft applications. 
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INTRODUCTION 

Protein crystal growth studies are recognized as a critical endeavor in the field of 
molecular biotechnology. The scientific applications of this field include the understanding of 
how enzymes function and the accumulation of accurate information of atomic structures, a 
key factor in the process of rational drug design. NASA has committed substantial investment 
and resources to the field of protein crystal growth and has conducted many microgravity 
protein crystal growth experiments aboard shuttle flights. Crystals grown in space tend to be 
larger, denser and have a more perfect habit and geometry. These improved properties gained 
in the microgravity environment of space result largely from the reduction of solutal 
convection, and the elimination of sedimentation at the growing crystal surface. Shuttle 
experiments have yielded many large, high quality crystals that are suitable for high resolution 
X-ray diffraction analysis. Examples of biologically important macromolecules which have 
been successfully crystallized during shuttle missions include: lysozyme, isocitrate lyase, 
gamma-interferon, insulin, human serum albiiinin and canavalin. Numerous other examples 
are also available. 

In addition to obtaining high quality crystals, investigators are also interested in learning 
the mechanisms by which the growth events take place. Crystallization experiments indicate 
that for the enzyme HEWL, measured growth rates do not follow mathematical models for 2D 
nucleation and dislocation-led growth of tetragonal protein crystals. As has been suggested by 
the laboratory of Marc L. Pusey, a possible explanation for the disagreement between 
observation and data is that HEWL tetragonal crystals form by aggregated units of lysozyme in 
supersaturated solutions. Surface measurement data was shown to fit very well with a model 
using an octamer unit cell as the growth unit. According to this model, the aggregation 
pathway and subsequent crystal growth is described by: 

monomer < ------ > dimer <------- > tetramer <------ > octamer <------> higher order 

It is believed that multimer aggregation of lysozyme occurs by interaction at specific 
binding sites on the surface of the protein crystals. If the presence of discrete biding sites and 
the aggregation hypothesis is true, then it follows that the alteration of the binding site(s) 
should have significant effect on the measurements obtained during growth experiments. 

Site-directed mutagenesis allows the specific alteration of proteins by replacement, deletion 
or addition of specific amino acid residues. This report outlines the approach for this strategy 
and the progress made thus far toward that end. 

EXPERIMENTAL 

I. Isolation of plasmid DNA. The HEWL gene was provided by the Kirsch lab (UC-B) 
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on a pAB24 circular double-stranded plasmid. This plasmid carries the gene for leucine 
synthesis, allowing for isolation and selection on leucine minus media. Figure 1. shows a map 
of this pDNA and the location of the genes and restriction sites. 

Figure 1. 

The plasmid is contained in E.coli strain DH52. 
following three protocols: 

The plasmid was isolated and purified 

a. Promesa Wizard Mini-Prep Purification Systems. This approach was utilized to carry 
out small-scale purifications of pDNA (minipreps). An overnight 5 mL culture of E.coli in  LB 
broth containing ampicillin was treated according to Promega protocol. Briefly, a cell pellet is 
lysed, neutralized and applied to a proprietary silica-based column resin. The plasmid DNA is 
then eluted with Wizard Column Wash Solution. 

b. Plasmid DNA Purification by PEG Precipitation. Polyethylene glycol (PEG) 
precipitation is a rapid, reliable and convenient method for the purification of milligram 
quantities of highly purified pDNA. A culture of 500 m L  in LB media containing ampicillin 
antibiotic is inoculated and grown overnight. the cells are harvested by centrifugation. The 
protocol calls for the initial preparation of a crude Iysate pellet by alkaline lysis. Since 
plasmids are much smaller than chromosomal DNA, subsequent centrifugation permits 
separation of the plasmids from the chrornosornai DNA and cellular debris. Although the 
resulting supernatant solution is enriched in plasmid, significant amounts of genomic DNA and 
RNA must be removed if the plasmids are to be used for mutagenesis. Finally, plasmid DNA 
is extracted from the supernatant with phenol/chloroform/isoamyl alcohol, followed- by 
precipitation with PEG. This produces a DNA preparation free of any Contaminants. 

c. Promega Wizard Plus Maxipreps D N A  Purification Svstem. This is a fairly simple and 
rapid protocol for large-scaIe plasmid purifications. A 400 mL overnight culture will typically 
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yield 500 micrograms of pDNA. Plasmid yield will depend on several factors including 
volume of bacterial culture, plasmid copy number, culture medium and bacterial strain. An 
advantage of this system is that it does not require organic extractions or long overnight PEG 
precipitations. In brief, the protocol uses alkaline lysis to break open the cells. Genomic 
DNA and cell Debris is removed by precipitation and centrifugation. The Supernatant is 
applied to the Promega column and the pDNA is eluted by low speed centrifugation. 

11. Identitv and auantitv of purified DDNA. 

a. Identitv. The double stranded plasmid DNA may be characterized by treatment with 
restriction endonuclease enzymes that recognize short DNA sequences and cleave at sites 
within or near these regions. We attempted to cleave the pAB24 plasmids by incubation with 
two restriction enzymes. Sal1 and BamHI were added to appropriate quantities of pDNA in 
restriction buffers and incubated for at least one hour at 37 OC.  These incubations were then 
loaded onto a 1% agarose submarine gel for horizontal electrophoresis at approximately 10 
volts/cm of gel. The restriction treatment should have produced DNA fragments that could be 
visualized by treatment with ethidium bromide at 254nm. Additionally, we experimented with 
another commercial fluorescent visualization (SYBER Green I Nucleic Acid Gel Stain from 
Molecular Probes, Inc.)system. Unfortunately, the restriction experiments appeared 
inconclusive. The digestions were incomplete. Possible sources of this apparent low enzyme 
activity include: 1) contamination with phenol extraction solvent 2) impure pDNA prep 3) 
denaturation of restriction enzyme. It was learned also that small amounts of BSA added to 
the restriction digest may improve enzyme performance. 

b. Ouantitation. The amount of plasmid DNA and the purity was assessed by UV 
absorption. A260 is a reliable measure of nucleic acid, while A280 indicates total protein. 
Although the A260 measurement cannot discriminate between pDNA, genomic DNA and 
RNA the ratio of A260/A280 is used as an indicator of purity. A ratio of 1.8 to 1.9 indicates 
highly purified DNA. Protein contaminants will lower this number. Our pDNA preps had 
ratios ranging from approx. 1.1 to 1.9. The best prep was obtained by using the Promega 
Wizard Plus Maxipreps DNA Purification System (0.750 mg/mL). 

111. Yeast Genetics. 

a. Yeast cell cultures & electroporation. The aim was to transform liquid cultures of yeast 
cells (S. cerevisiae) with the plasmid DNA and induce the yeast to synthesis lysozyme enzyme. 
The yeast will excrete lysozyme to the liquid medium and then the protein may be purified. 
The purification of HEWL is routine business in the Pusey group, and should not be 
problematic. The concentration of lysozyme enzyme in the media will approach approx. 
lOmilligrams/liter cell culture. Thermostatically controlled batch fermentations of yeast may 
be carried out. Alternatively, the Pusey lab may elect to have a single large culture prepared 
by contract at a facility such as the UAB Fermentation Center (Birmingham). Cultures of 500 
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mL of yeast cells were inoculated with 5 mL of overnight culture. The culture was grown in 
sterile, rich medium of yeast extract, peptone and dextrose (YPD) (30 OC, vigorous shaking). 
The cells were then harvested by centrifugation and made competent for uptake of plasmid 
DNA by electroporation. An Invitrogen EZectroporator ZZ instrument was used for 
transformation experiments. The protocol for yeast electroporation as recommended by 
Invitrogcn was followed. 

b. Isolation of transformed colonies. 100 microliters of the electroporated yeast cells were 
spread on plates containing solid selective dropout media. The media was prepared according 
to the recipe outlined in Current Protocols. Two types of media were used: a) complete b) 
minus leucine. The media also contained 1 molar sorbitol in some experiments. The addition 
of sorbitol to the solid media gave no visible improvement in colony survival and growth. The 
media also contained 8% glucose as according to the protocol of Shih et. al. A modification 
of the ProtocoZs preparation included adjusting of the pH to 7.0. The specific protocol 
followed in this work is outlined: 
1.3 g (plus or minus leu) dropout powder 
1.7 g YNB (no aa, no ammonium sulfate) 
5 g ammonium sulfate 
300 mL water _______________________________ adjust this 300 mL solution to pH 7/filter sterilize 

80 g glucose 
182 g sorbitol 
20 g agarose 
700 mL water ________________________________ 700 mL, autoclave 

IV. Results of transformation experiments 

Electroporation protocol is reported to result in transformation efficiencies approx. 10 to 
100 times greater than chemical transformation methods. Repeated electroporation 
experiments did not yield any yeast transformants that survived on the (minus leucine) plates. 
Electroporated cells however, did grow and thrive nicely on complete media plates. These 
results indicate that the yeast did not take up the pAB24 plasmid via electroporation. 
Electroporation is expected to kill approx 70-80 percent of the treated cells. Cell counts taken 
before and after electroporation revealed that an expected fraction of the cells perished due to 
electroporation . 

CQNC LUSIQN AND A C KNQ WLEDGMENTS 

Molecular biology can be a powerful approach to studying the crystallization of biological 
macromolecules. Using the techniques of genetic inanipulation, in principle, it is possible to 
alter the physico-chemical properties of enzymes and examine the effect on their crystallization 
behavior. Although this summer work did not achieve all goals hoped for at the outset, it did 
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serve as a beginning upon which continued work may build upon. The Pusey laboratory now 
has the a starting point to begin a more vigorous exploration into the application of molecular 
biology to the problem of protein crystallization. 

This work was a result of teamwork with Laurel Karr (NASA) and Randy Wolfe (Visiting 
Summer High School Scholar). Their efforts toward making this work an educational and 
productive project is sincerely appreciated. Dr. Andy Britton (USRA) and Dr. Tom 
Prasthofer (NASA/ASEE Summer Faculty Fellow) are acknowledged for many helpful 
discussions, freely given instruction and personal time. A very special thanks is given to Dr. 
Marc Lee Pusey, my NASA host, who paid for this work and had the insight to understand its 
potential importance. 
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Introduction 

For a variety of reasons, condition monitoring of the Space Shuttle Main Engine (SSME) has 
become an important concern for both ground tests and in-flight operation. The complexities of 
the SSME suggest that active, real-time condition monitoring should be performed to avoid large- 
scale or catastrophic fdure of the engine. 

In 1986, the SSME became the subject of a plume emission spectroscopy project at NASA’s 
Marshall Space Flight Center (MSFC). Since then, plume emission spectroscopy has recorded 
many nominal tests and the qualitative spectral features of the SSME plume are now well 
established. Significant discoveries made with both wide-band and narrow-band plume emission 
spectroscopy systems led MSFC to develop the Optical Plume Anomaly Detection (OPAD) 
system. 

The OPAD system is designed to provide condition monitoring of the SSME during ground- 
level testing. The operational health of the engine is achieved through the acquisition of spectrally 
resolved plume emissions and the subsequent identification of abnormal emission levels in the 
plume indicative of engine erosion or component failure. Eventually, OPAD, or a derivative of 
the technology, could find its way on to an actual space vehicle and provide in-flight engine 
condition monitoring. This technology step, however, will require miniaturized hardware capable 
of processing plume spectral data in real-time. 

An objective of OPAD condition monitoring is to determine how much of an element is 
present in the SSME plume. The basic premise is that by knowing the element and its 
concentration, this could be related back to the health of components within the engine. For 
example, an abnormal amount of silver in the plume might signie increased wear or deterioration 
of a particular bearing in the engine. Once an anomaly is identified, the engine could be shut 
down before catastrophic failure occurs. 

Currently, element concentrations in the plume are determined iteratively with the help of a 
non-linear computer code called SPECTRA, developed at the USAF Arnold Engineering 
Development Center. Ostensibly, the code produces intensity versus wavelength plots (i. e., 
spectra) when inputs such as element concentrations, reaction temperature, and reaction pressure 
are provided. However, in order to provide a higher-level analysis, element concentration is not 
specified explicitly as an input. Instead, two quantum variables, number density and broadening 
parameter, are used. 

Past experience with OPAD data analysis has revealed that the region of primary interest in 
any SSME plume spectrum lies in the wavelength band of 3300 A to 4330 A. Experience has also 
revealed that some elements, such as iron, cobalt and nickel, cause multiple peaks over the chosen 
wavelength range whereas other elements (magnesium, for example) have a few, relatively 
isolated peaks in the chosen wavelength range. 

Iteration with SPECTRA as a part of OPAD data analysis is an incredibly labor intensive task 
and not one to be performed by hand. What is really needed is the “inverse” of the computer code 
but the mathematical model for the inverse mapping is tenuous at best. However, building 
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generalized models based upon known input/output mappings while ignoring details of the 
governing physical model is possible using neural networks. 

Thus the objective of the research project described herein was to quickly and accurately 
predict combustion temperature and element concentrations (i. e. , number density and broadening 
parameter) fiom a given spectrum using a neural network. In other words, a neural network had 
to be developed that would provide a generalized “inverse” of the computer code SPECTRA. 

Radial Basis Function Networks 

representative input/output pairings: 
With most neural networks the objective is to estimate a fbnctiony(x) fiom a training set of 

It has been shown that traditional backpropagation (BP) neural networks can sufficiently 
perform this mapping with only two hidden layers provided the fbnction is well behaved over the 
domain of interest. The required hidden layers are usually composed of neurons with sigmoidal 
activation fbnctions which combine to form localized “bumps” or response regions within the 
input space. In this manner, the network paves the input space with response bumps that are only 
non-zero in a small region. Instead of using two hidden layers of sigmoidal units, this local 
behavior could also be obtained with a single hidden layer of radial basis fbnctions. By definition, 
a radial basis knction is one which decreases monotonically away fiom a central point thereby 
giving it an inherent bump form. Classic finctions that exhibit this propensity are the Gaussian, 
Cauchy, and the Inverse Multiquadric. For RBF networks, the choice of finction does not make 
much difference as long as it possesses the local response region. The Gaussian fimction is written 
as: 

Thus, a given hidden RBF neuron will be centered at w within the input space and have a 
“receptive field” which is proportional to 9. Moreover, it will give a maximum response for input 
vectors (x‘ ) which are near the center 013). 

The goal of the RBF algorithm is to arrange an assortment of these receptive fields so that 
response areas are created which sufficiently cover the input space. This is done in a two part 
learning scheme known as hybrid learning. The initial layer of the network contains the RBF 
centers which are obtained through unsupewised assimilation. This is called unsupervised 
because there is not a well defined learning goal; instead categories must be developed fiom 
correlation’s within the input training data. The layer essentially clusters the inputs and specifies 
where to position the RBF centers so that the desired response coverage is obtained. Having a 
layer with unsupervised learning offers a sigruficant savings in training time over the traditional 
BP scheme. However, the hybrid scheme is not optimal in the sense that the BP algorithm is. 
The reason for this has to do with the non-linear nature of the BP fiont-end layer. The weight 
parameters which contribute to the hidden layer responses are adjusted with respect to the 
performance of the outputs. In contrast, the RBF centers are chosen apriori and remain fixed 
throughout the output layer training. As a result, RBF networks normally require more neurons 
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to attain the same error goal. This disadvantage, however, is usually outweighed by the savings in 
training time. 

The output layer of the RBF network is trained in a supervised fashion. Supervised means that 
the learning is based on comparison of the network output with the known “correct” answers. 
Thus, given that the basis fbnction centers are fixed (making this a linear network), the optimal 
weight array for the output layer which gives the proper fbnctional mapping can be found using 
multiple linear regression. Details of this procedure can be found in any decent regression book; 
the results are simply stated here. For a set of training input vectors, x, with corresponding RBF 
centers p, there will be an array of Gaussian neuron responses, G. Given this, the optimal weight 
array can be stated as: 

w = [GTG]-’GTy 
where, y is the corresponding target values. The mathematical form of the weight array is also 
known as the normal equation in classical regression theory. 

Network Performance 

Separate RBF network‘s for the monitoring of each metal were created using training data 
generated fiom the aforementioned SPECTRA code. To test the validity of the network 
configuration a set of spectral data obtained during a January 1996 SSME Failure event at Stennis 
Space Flight Center were used. The spectral scans were taken every half second until the engine 
failure. Post test analysis revealed that the mjor  spectral anomalies occurred at the times shown 
in Table 1 given below. 

Table 1. 
Major Anomalous Event Times (Seconds) 

I 130-131 I 
276 
283 

404-405.5 
I 53 1 -Engine Failure I 

The neural networks were used to evaluate plume temperature, elemental number densities, and 
broadening parameters for every half second of data. The results are shown in Figure 1 on the 
next page. Temperature predictions were near perfect; a quick study of the number density 
predictions shows that all the major anomalies were indicated by number density spikes at the 
appropriate times specified in Table 1. Figure 1 represents two years of concerted effort and can 
speak justly of this entire paper. The neural networks passed the anomaly detection objective. 
Future work will involve the extension of the technology to real time flight systems. 
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INTRODUCTION 

Motions of telescopes, satellites, and other flight bodies have been controlled by various 
means in the past. For example, gimbal mounted devices can use electric motors to produce 
pointing and scanning motions. Reaction wheels, control moment gyros, and propellant-charged 
reaction jets are other technologies that have also been used. Each of these methods has its 
advantages, but all actuator systems used in a flight environment face the challenges of 
minimizing weight, reducing energy consumption, and maximizing reliability. Recently, Polites 
invented [ 11 and patented [2] the Rotating Unbalanced Mass (RUM) device as a means for 
generation scanning motion on flight experiments. RUM devices have been successfully used to 
generate various scanning motions [3]. The basic principle: a RUM rotating at constant angular 
velocity exerts a cyclic centrifugal force on the instrument or main body, thus producing a 
periodic scanning motion. A system of RUM devices exerts no reaction forces on the main 
body, requires very little energy, and is very simple to construct and control. These are 
significant advantages over electric motors, reaction wheels, and control moment gyroscopes. 

may be required to maintain the proper orientation, or pointing of the main body. It has been 
suggested that RUM devices can be used to control pointing dynamics, as well as generate the 
desired periodic scanning motion. The idea is that the RUM velocity will not be constant, but 
will vary over the period of one RUM rotation. The thought is that the changing angular velocity 
produces a centrifugal force having time-varying magnitude and direction. The scope of the 
present research project is to further study the pointing control concept, and to implement a 
microcontroller program to control an experimental hardware system. 

This report is subdivided into three themes. The basic dynamic modeling and control 
principles are described first. Then, the controller implementation and preliminary test results 
are discussed. Finally, suggestions for future work are presented. 

Although the RUM device very easily produces scanning motion, an auxiliary control system 

DESCRIPTION OF THE DYNAMIC MODEL AND CONTROL 

A sketch of a RUM system is shown in Figure 1. Two RUM devices are mounted on the 
main body so as to produce a circular scan with respect to the line-of-sight (LOS) vector. The 
RUMs rotate in the same direction, but are synchronized and positioned 180" apart to eliminate 
reaction forces at the center of mass. (In a zero-gravity environment, a single RUM is adequate.) 

Line-of-Sigv 

Figure 1. Sketch of a body using 2 RUMs to generate scanning. 

A basic model describing the main body and RUM device dynamics is summarized below. 
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Nomenclature 

m RUMmass 
r RUM radius of rotation 
d 
I main body inertia 
8, main body elevation angle 
8, main body cross-elevation angle 
OR RUM angular position 

distance between RUM and payload center of mass, measured along the LOS. 

The local coordinate system is shown in Figure 2. The axis e is aligned with the main body 
line-of-sight (LOS). Axis p2 is associated with the main body elevation angle e,, while the 
main body cross-elevation angle 8, is associated with axis e. All three axes pass through the 
main body center of mass. The RUM device rotates at constant speed. 

Figure 2. Coordinate system 

Plant Dvnamics 

Position of the RUM device relative to the 8 axis is described by the vector: 

Differentiating (1) twice yields the RUM mass acceleration vector. Centrifugal force is in the 
direction opposite the acceleration vector, and its magnitude is proportional to the RUM mass. 
Centrifugal force exerts a torque about the main body center of mass by acting through a moment 
arm of length d. In the system of Figure 1, the two RUM devices are controlled to rotate in 
synchronized fashion, but always pointing 180" opposite each other. Therefore, the total torque 
exerted about the main body center of mass is doubled. Angular acceleration of the main body is 
proportional to the torque, and can be expressed in elevation and cross-elevation components [ 11: 

2dmr e E -  --- sin ( e,) 0,2 
I E  
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Examination of the state-variable model yields a few interesting observations. 

1. The elevation and cross-elevation angle dynamics are functions of the RUM position x3, and 
RUM angular velocity OR. 

2. For each main body axis, the sine and cosine of RUM position can be considered as periodic 
weights on the “control input,” namely the RUM angular velocity squared. The influence of the 
“input” on a particular axis dynamics varies with respect to RUM position. 

Pointing Control Using: RUM Rate Variation 

Note that the RUM angular velocity enters the main body axes dynamics in a squared function, 
so negative RUM angular velocities have identical effect as positive ones. Therefore, the 
acceleration and deceleration of the payload axes is only possible as the sine and cosine of RUM 
position lend changes in algebraic sign. Fortunately, such conditions occur periodically, since 
the RUM is turning at a nominal “constant” speed. Hence, as the RUM turns, alternating 
opportunities exist for each payload axis to be “steered.” Polites originally proposed to use a 
control signal that introduces periodic variations in the RUM rate WR. The logic of such an 
approach can also be analytically confirmed by applying the nonlinear control design technique 
known as input-output linearization. The interested reader is directed to the references [4] - (61. 
However, a simpler heuristic explanation is offered here. The control input is defined as: 

W, = W, + Amx COS 8, - AWE sin 8, (3) 

where 
om : a constant (nominal RUM rate of rotation) 

Amx : a rate variation to compensate for cross - elevation gimbal error 
AmE : a rate variation to compensate for elevation gimbal error 

The RUM rate variations A w ,  and AmE are small relative to the nominal RUM rate ora. Notice 
that the rate variations are periodic and “synchronized” to the RUM position through the sin(x3) 
and cos(x3) factors. Consider the model (2), and substitute the control (3) in the elevation axis 
dynamics. Then, the elevation axis acceleration is given by: 

2 sin 8, [ W, + Amx COS 8, - AWE sin 8,) g E = - -  2dmr 
I E  

Expand the right-hand side, but retain only the low-order terms: 

2dmr 
8, = --( or: sin 8, + W,AW, cos 8, sin 8, - w,AoE sin2 8,) 

I E  

(4) 

(5 )  

Eq. (5) states that the elevation axis acceleration is influenced by three terms. Since the RUM 
rate variations are small, the expression can be further simplified. The second term can be 
omitted, since it is a higher-order “cross” term. A trigonometric identity can be applied to the 
third term to expose a low-order component. As a result, the elevation axis acceleration is 
approximately: 
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Approximation (6) states that elevation axis acceleration has a sinusoidal component, as well as a 
term linear with respect to AWE. The sinusoidal component causes the periodic “scanning” 
motion of the main body, while the linear term affects the “pointing,” or line-of-sight motion. 
The beauty of this approach is that the scanning dynamics are governed by the first term in (6), 
while the pointing is affected by the second term. Polites proposed that the variation AWE be 
determined by a proportional + rate feedback controller based on an average elevation axis error. 
The line of reasoning for expressions (4)-(6) can be applied to the cross-elevation axis dynamics. 
In summary, the control of payload pointing can be achieved by introducing periodic RUM rate 
variations A% and AWE for the cross-elevation and elevation axis errors, respectively. 

CONTROLLER IMPLEMENTATION 

Experimental tests of the pointing control scheme have been developed in this research 
project. The NASA-developed experiment consists of a gimbal mounted payload with several 
RUM devices. The control electronics remain unchanged, but the Motorola 80 196 controller 
code is modified to achieve pointing using only RUM devices, without intervention from 
auxiliary motors acting on the main body. The control input described described in (3) is 
implemented as a new floating-point subroutine (named MOD-RUM-COM). RUM rate 
variations A% and AWE are generated by modified gimbal control subroutines. To improve the 
overall system performance, several measures have been designed and implemented to increase 
the sampling frequency. These include: 

a) Implementing the gimbal control subroutine using integer arithmetic. In addition, the 
sampling frequency and controller gains are chosen to be powers of two, so that multiplication 
and division involving these numbers can be achieved very quickly using binary data shifts. 

b) Sine and cosine functions are implemented using a table look-up scheme with linear 
interpolation. This method is approximately 1 OX faster than using the polynomial approximation 
implemented with floating-point. Yet the results are correct to 5-6 decimal places, compared to 4 
decimal places using the polynomial approximation. 

The new controller code computation time is around 2.5 msec, which is easily fast enough to 
achieve a sampling frequency of 256 Hz. 

Preliminary tests of the system show that pointing control using RUMs is possible, but that 
further work is needed. If no RUM speed variations are used, the line-of-sight axis will drift 
away with the slightest disturbance. In  contrast, small disturbances can be accommodated when 
the RUM speed variations are enabled, though the steady-state error is somewhat excessive. A 
record of experimental results needs to be collected in the near future for more detailed analysis. 

SUGGESTIONS FOR FtJTURE WORK 

Improvements in pointing control performance may be possible through several approaches. 
Two suggestion are described here: 

1) Improved modeling and analvsis - Observation of the experiment motion verifies that the 
centrifugal forces generated by RUMs are the dominant effects when RUM angular velocity is 
constant. But if the RUM angular velocity is not constant, then it appears that the main body 
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also reacts to the RUM motor torques as the RUM accelerates and decelerates during each 
rotation. More detailed analysis of the RUM system suggests that a more complete model of the 
main body angular accelerations is of the form: 

2dmr ex =- ( cos (~ , )w ,~  +sin(8,)eR) 
IX 

In other words, the accelerations of the main body about the center of mass are functions of 
RUM angular velocity (squared ) AND the RUM acceleration. Compare the acceleration models 
(2) and (7). Another observation is that these models are derived under the conditions that the 
elevation and cross-elevation angles are small. Experiments suggest consideration for large 
variations in these main body axes. It is recommended that a more complete model be examined 
or derived, perhaps using techniques from robot dynamic modeling [7]. 

2) Improved control design - Experimental results show that the stability margin of the RUM 
system is not very large. The gimbal controller subroutine that generates the RUM rate 
variations A e  and AmE implements a PD-type controller. Steady-state performance should be 
improved with the addition of integral compensation, but simulation results have not been 
encouraging (small stability margin). Controller improvements based on nonlinear control 
theory might be examined. In addition, the synchronization of the control to the RUM motion 
should be studied for possible improvements. 
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INTRODUCTION 

Characteristics such as drop velocity, drop size, number density, volume flow rate, 
volume flux, and evaporation rate of the fuel spray in a rocket engine are directly related 
to engine performance. Several studies of shear coaxial atomization have been done in 
the past[ 1, 21. However, additional work related to sprays at supercritical and transcritical 
conditions would be useful. The author undertook a study of the feasibility of using a phase 
Doppler particle analyzer (PDPA) for spray measurements in rocket engines as a part of 
the Summer Faculty Fellowship Program at the NASA Marshall Space Flight Center. 

The PDPA is a single particle counter (SPC) system based on light scattering from 
spherical particles. The P DPA instrument is based on refractive and reflective scattering 
as opposed to other instrunients based on diffractive scattering. The main advantage of 
the PDP.4 instrument is its ability to provide point-wise information. 

The following sections describe the principle of operation of the PDPA system and 
the data obtained using a PDPA instrument in a spray formed by a commercially available 
fuel injection nozzle. 

PHASE DOPPLER SYSTEM 

A light ray incident on a transparent sphere will emerge at an angle dependerit 011 

the path of the ray and the size of the sphere. Snell's Law of refraction, which states: 
cos T = m cos T ' ,  in which m is the refractive index of the drop medium, and T and T' are 
the angles made with respect to the interface tangent by the incident and the refracted 
rays, respectively, may be used to determine the path traced by a ray as i t  traverses il, 

transparent sphere. For a ray emerging from the drop without any reflection, van de 
Hulst[3] has shown that the scattering angle r3 is given by the expression: r3 = 2( T-' - 7). 

When there are two beams incident on the sphere, they will interfere after they emerge 
from the sphere. Defining a new parameter q as 

in which the parsmeter a is defined as: a = n-d/X. 

The amplitude functions associated with beams 1 and 2 for linearly polarized light, 
for GJ = 7 ,  are given by 



The first subscript in the above equations is used to denote Polarization 1, perpen- 
dicular the scattering plane. When a spherical particle travels through the intersection of 
two laser beams, it will scatter light from each beam. The scattered light due to the two 
beams may be described using the following expressions. 

where k = 2 ./A, is the wave number, and w is the angular frequericy. Tlie total scatter 
is obtained by sumniing the complex amplitude from each beam. Tlie resultant intensity 
is given by 

I ( m ,  8, d )  = ((modEl)P + + 2 mod (El) mod ( E P )  cosa) (6) 

where B is the phase difference between the scattered signals. Notice that the first two 
terms are independent of a, and therefore, represent the pedestal component of the signal, 
and the last term involving a gives rise to a sinusoidal intensity variation. Since the beam 
intersection angle, y, is small (less than 10 deg.), the scattering angles, 81 and 82, of 
the pairs of rays that reach a common point and interfere are nearly equal. Therefore, 
the amplitude functions, SI and S2, of the two beams are also nearly equal. Figure 1 
(reproduced from Ref. [4]) is a photograph of the scattered light intensity pattern. When 
the drops travel through the probe volume, the fringe pattern appears to move at the 
Doppler difference frequency, which is a function of drop velocity, beam intersection angle 
and the light wavelength. The spatial frequency of the fringe pattern is a function of the 
drop diameter, angle of observation, light wave length, and drop refractive index. The 
fringe pattern can be detected by using a photomultiplier tube (PILIT) whose output can 
be displayed on an oscilloscope as a 'Doppler burst signal. 

A schematic diagram of the instrument is shown in Figure 2. The fringe spacing, 6, is 
given in terms of the wave length, X and the beam intersection angle, 7, by the following 
expression 
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6 = X/2sin(7/2) (7) 

The drop velocity, v ,  is directly related to the Doppler difference frequency, fd, and 
is given by 

v = f d 6  

The particle magnifies the fringe pattern onto a receiver to different degrees relative to 
its size. The fringes move past the detectors at the Doppler difference frequency producing 
identical signals, but with a phase shift proportional to the fringe spacing. The spatial 
wave length, A, is given by the following expression 

in which S is the spacing arid 4 is the phase angle between Detectors 1 and 2. 

RESULTS AND DISCUSSION 

The spray investigated in this study was that of the Delavan 27700-1 fuel injector[5] 
used in jet engines. The injector is a pressure atomizer having a flow rate of 0.5-1.0 kg/hr. 
Distilled water was used as the injection fluid, and the injection pressure was 90 psig. A 
flow visualization study was conducted first to establish the overall features of the spray. 
The spray was illuminated using a laser light sheet, and still pictures of the spray was 
taken at different camera shutter speeds, the maximum of which was l/SOOO s. These flow 
visualization pictures provided the time-averaged and instantaneous overall features of the 
spray. The PDPA system was then used to make quantitative measurements. Radial 
profiles of mean velocity and mean drop size were obtained at different axial locations. 
Volume flux, volume flow rate and number density information was also provided by the 
PDPA software. 

Figure 3 is a representative result from the PDPA measurements. The figure shows a 
radial profile of the Sauter mean diameter (SMD) at an axial distance of 35.1 mm measured 
from the injector exit. Characteristic of this class of injectors, the drop size is smallest 
at the axis and increases to a maximum towards the edge of the spray. A few very large 
drops were seen at the outer edge. 
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FUTURE WORK 

The present work has demonstrated that the PDPA is a useful instrument for in- 
vestigating rocket engine performance. The instrument, with careful implementation, can 
provide critical information regarding the complex mechanisms involved in the high pres- 
sure combustion environment. However, any such study should be carefully designed and 
implemented in order for i t  to provide further understanding of rocket engine behavior. 
It is recommended that the PDPA instrument be used to participate in the NASA/LeRC 
study of single particle counter (SPC) instruments[6]. 

References 

[I]  Isaac, K. &I., Missoum, A.,  Drallmeier, J. A:, and Johnston, A. P., “Atomization 
Esperiements in a Comial Coflowing Mach 1.5 Flow,” AIAA Journal, 1/01. 32, No. 8, 
pp. 1640-1646, Aug. 1994. 

[a ]  Pal, S., Moser, M. D., Ryan, H. M., Foust, M. J., and Santoro, R. J. ,  “Flowfield 
Characteristics in a Liquid Propellant Rocket,” AIXA Paper 93-1882, JLU. 1993. 

[3] van de Hulst, Light Scattering by Small Particles, Wiley, Now York, 1957. 

[4] Bachalo, W. D.  and Hauser, M. J., “Phase/Doppler Spray Analyzer for Simultaneous 
Measurements of Drop Size and Velocity Distributions,” Optical Engineering, Vol. 23, 
NO. 5, pp. 583-590, 1984. 

[5] Mao, C. P., “Drop Size and Velocity Data for Delavan 27700-1 Fuel Injector,” Private 
communication, July 1996. 

[6] Zaller, M., “Single Particle Counter Interlaboratory Study,” Memorandum dated, 
May 1996. 

XVI-4 



cc! 
c7 
0 
0 

‘3 

(3 

0 

0 

Figure 1 

Figure 2 00 
0 

v 

0 

0 

0 

Oelavan 27700-1 f u e l  injector 
2 = 38.1 mm 

liquid: Dis t i l l ed  Water 
0 p = 90 psig.  

0 

0 0 
0 

8 0 

0 
O@ 

Figure 3 

XVI-5 





1996 

NASNASEE SUMMER FACULTY FELLOWSHIP PROGRAM 

MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 

ADAPTATION OF A MOTILITY ANALYSIS APPARATUS FOR SPACE 
SCIENCE & MICROGRAVITY GROUND-BASED EXPERIMENTS 

Prepared By: Jacqueline U. Johnson, V.M.D. 

Academic Rank: Assistant Professor 

Institution and Department: 

NASMSFC: 

Laboratory: 
Division: 

Branch: 

MSFC Colleague: 

Alabama A & M University 
Department of Food Science 
& Animal Industries 

Space Science 
Microgravity Sciences 
& Applications 
Biophysics 

David A. Noever, Ph.D 





Introduction 

Previous space flight studies have described unfavorable effects of microgravity on 
testicular morphology and spermatogenesis (Cosmos 1887 Biosputnik flight, 9/29/87 - 
10/12/87). The flight animals demonstrated small reductions in testicular and epididymal 
size, the phenomenon explained as resulting water loss (1). Yet, light microscopic 
histological preparations revealed few spermatozoa in the rete testis of the flight males 
compared to control animals. The cause for this finding was subjectively assessed to be 
due to “ the anatomical dislocation of the organs ... and a disturbance in testicular blood 
supply”( 1). Unfortunately, the reported effects of microgravity on the reproductive 
processes (particularly within males) are few and divergent. If habitation in space is a 
futuristic goal, more objective testing (of male and female gametes) in a microgravity 
environment will provide insight to the developmental potential of these reproductive 
cells. 

As part of the Marshall Space Flight Centers’ Summer Faculty Fellowship 
Program within the Biophysics Branch, a key component of the research investigation was 
to develop a test to evaluate individual cell motility and orientation in varying gravitational 
environments, using computerized assessment of sperm cell concentration, morphology 
and motility to provide objective, quantitative experimental control. In previous work 
performed jointly by the author and NASA colleague, it has been shown that macroscopic 
motile aggregates of spermatozoa were not altered by the absence of microgravity (2). 
Variations in the number of normal versus abnormal sperm due to microgravity influences 
have yet to be established. It is therefore of interest to monitor the cytoskeletal matrix 
(microtubulin) of these organisms as a possible indicator of cell viability and/or function. 

Using Image and cell motion analysis we can show in a simple, rapid test that 
chemical toxicity and other deterrents to motility can be objectively measured and 
quantified (3). Positive identification of the effects chemical toxicants and other potential 
environmental contaminants ( especially from space) can have on living organisms on earth 
would be potentially beneficial to space science experimentation and ground - based tests 
developed for future shuttle and space station missions. For spermatozoa, cell motility 
responses were unaltered in reduced gravitational vehicles (Le. - KC-135, RWV 
Bioreactor). However, developing a simple test of viability using common amino acids 
found normally in semen (glutamic acid, glycine, arginine, proline) we determined that 
reduced motility (20-45% of active sperm cells) could be established with all of the 
selected amino acids except glutamic acid. Glutamic acid, in contrast to the other amino 
acids enhanced sperm motility and maintained a good rate (Le. vigorous movement, with 
about 70-85% active sperm cells) for up to 120 minutes. 

For Tetrahymena, test materials consisted of twenty water-soluble chemicals, each 
dissolved in type I1 culture grade purified water. Negative controls (no chemical) and two 
reference standards (acetone and methanol) were used in the testing. Test samples were 
placed on the stage of an inverted microscope equipped with a CCD-camera coupled to a 
computer automated cell analysis system which captured a digitized image of the live 



sample. Each sample was analysed for 30 seconds in ten frames per second. The observed 
number of cells and average linear velocity was determined for each chemical application. 

Amino Acid 

Glutamic Acid 
Glycine 
Arginine 
Proline 

Concentration 
Low Medium High 
.05 .25 1 .oo 
.03 .10 .50 
.03 .10 150 
.03 .10 .50 

Below are the Rank Order Tosicity effects on Tetrahymena from the Computerized 
RIotility ASMY: 

Computer 
(ATD) 
18.500 

Rank order toxicity from coniputsrircd   IS^ I’oxicity scores shown as the toteratea ao\e (aiiurion rac- 
tor) with immobilized (a) dhigh, 90 percent of the swimming cells (high dose); (b) dlow, I O  percent of the 
swimming cells (low dose); (c) the avcrafe dose A the reciprocal sum of the high and low dose (I/davg = I 
d!l,gli+l/dlow). Rank orders shown for 20 organics (dcohol, ketones, ethers, esters) and airs 

Rank 
Order 

.thylene glycol 
:than01 
so propanol 
hethanol 
IMSO 
1-methyl 2-butanone 
sobutyl acetone 
vlethyl isobutyl ketone 
!-methyl I-propanol 
Methyl ethyl ketone 
4cetyl acetone 
Butanol 
Bleach 
Diethylanoamine 
2-octanone 
Nonanol 
I -pentanol 
Heptanol 
2-methyl 1 -butanol 
Hexanol 

1 .ooo 
5.3 I O  

78.000 
1.000 

1 .ooo 
18.900 

1 .ooo 
13.800 

1 .ooo 
34.800 
3 1.200 
33.000 
44.600 

120.000 
250.000 
178.000 
32 1.000 
694.000 
963.000 

2,000.000 

0 Percent 
dotile (HTD) 

17.500 
18.800 
22.500 
38.900 
46.500 
40.000 
79.400 
58.300 
78.000 
55.900 

122.000 
170.000 
346.000 
284.000 
308.000 
80 1 .OOO 
687.000 

2.250.000 
2.275.000 

13.000.000 

24.100 
30.300 
39.900 
47.500 
58.900 
71.400 
72.100 
79.000 
90.700 

153.000 
203.000 
39 1 .ooo 
404.000 
558.000 
979.000 

1,008.000 
2,944.000 
3,238.000 
15.000.000 

1 
2 
3 
4 
5 
6 
7 

8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 

Silverman 

1 1 .ooo 
13.000 

9.300 

19.300 

60.000 
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Conclusions 

Simulated Microgravity vehicles such as the KC-135 provides conclusive evidence that the 
physiological mechanisms governing motility of spermatozoa are not gravity dependent. 

Ground-based testing of organisms using cell motion and image analysis further provide 
support of gravity independent motility of spermatozoa. 

Adaptation of the motility analysis apparatus for space science experimentations will yield 
objective measurements of microscopic, physiological occurrances which could otherwise 
be misinterpreted, if one merely uses subjective visual observations. 

Quantitative analysis identifies a specific range and rate of change in motility upon 
chemical additions. 

Subtle changes in motility characteristics for spermatozoa as well as the protozoan, 
tetrahymena are noted as apparent changes in linear velocity and direction. 

Positive identification of the effects chemical toxicants and other potential environmental 
contaminants ( especially from space) can have on living organisms on earth would be 
potentially beneficial to space science experimentation and ground - based tests developed 
for hture shuttle and space station missions. 

Future Work 

Summer efforts have alJo been focuseh on proposa development addressing the 
priority needs for space science experiments.in the Microgravity Biotechnology area. 
Briefly, if the proposal is funded, my NASA Collegue, other University & Industry 
partners and I, propose to determine if microgravity alters the growth, metabolism and 
morphological differentiation of reproductive cells (oviductal, endometrial, embryos) 
cultured in vitro; and determine further, if microgravity alters the biochemical substrate 
utilization or synthesis of these cells. These initiatives, both ground-based and anticipated 
shuttle or space station experiments will explore the microgravity environment as a unique 
and effective ‘laboratory’ to study living organisms and life on earth. 
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INTRODUCTION 

Flammability of metals in high pressure, pure oxygen environments, such as rocket 
engine turbopumps, is commonly evaluated using the Promoted Combustion Test (PCT). 
The PCT emphasizes the ability of an ignited material to sustain combustion, as opposed to 
evaluating the sample’s propensity to ignite in the first place. A common arrangement is a 
rod of the sample material hanging in a chamber in which a high pressure, pure oxygen 
environment is maintained. An igniter of some energetically combusting material is fixed to 
the bottom of the rod and fired. This initiates combustion, and the sample bums and melts 
at its bottom tip. A ball of molten material forms, and this ball detaches when it grows too 
large to be supported by surface tension with the rod. In materials which do not sustain 
combustion, the combustion then extinguishes. In materials which do sustain combustion, 
combustion re-initiates from molten residue left on the bottom of the rod, and the melt ball 
bums and grows until it detaches again. 

The purpose of this work is development of a PCT thermal simulation model, 
detailing phase change, melt detachment, and the several heat transfer modes. Combustion is 
modeled by a summary rate equation, whose parameters are identified by comparison to PCT 
results. The sensitivity of PCT results to various physical and geometrical parameters is 
evaluated. The identified combustion parameters may be used in design of new PCT 
arrangements, as might be used for flammability assessment in flow-dominated environments. 

‘ 

The Haynes 214 nickel-based superalloy, whose PCT results are applied here, burns 
heterogeneously (fuel and oxidizer are of different phases; combustion takes place on the fuel 
surface). Heterogeneous combustion is not well understood. (In homogeneous combustion, 
the metal vaporizes, and combustion takes place in an analytically treatable cloud above the 
surface). Thermal modeling in heterogeneous combustion settings provides a means for 
linking test results more directly to detailed combustion mechanics, leading to improved data 
analysis, and improved understanding of heterogeneous combustion phenomena. 

ANALYSIS 

The vertical rod, bottom ignited arrangement for PCT is divided into liquid and solid 
zones (an intermediate mushy zone, appropriate for alloys, could be considered as an 
extension). Heat transfer in the solid is one-dimensional along the rod axis. Heat transfer in 
the liquid is ideally two-dimensional (symmetric about the rod axis) and coupled to the flow 
field arising from introduction of new material at the phase interface (solid consumption), 
surface tension and gravity defining the liquid surface geometry, and combustion mass 
transfer on the surface. However, the liquid zone is approximated as quasi-one-dimensional. 
in order to pursue the simplest possible descriptive model of PCT thermal transport, viz: 

The liquid surface is modeled as a sphere truncated by the rod end (Fig.1). As the molten 
ball grows. its shape changes from an thin spherical cap. through the shape of a hemisphere. 

XVIII- 1 



and continues to the shape of a sphere minus a spherical cap. The velocity field accounts for 
mass flux continuity with the rod consumption. Velocity is considered constant over, and 
normal to, spherical surfaces defined by x. When the weight of the liquid exceeds surface 
tension, the liquid detaches, and Z, reverts to a residue Z.r,o. Whether combustion continues at 
that point depends on the temperature distribution within Zr,o and the magnitude of the linear 
consumption rate, V,. These quantities are determined here by means of transient, 
multiphase, combined mode heat transfer analysis of the simplified geometry defined above. 

Combustion heat generation on the liquid surface is in equilibrium with conduction to 
the liquid, radiation to the chamber, natural convection, and transient effects. Conduction 
through the liquid carries heat to the phase boundary, where it is dissipated by the heat of 
fusion, conduction up the rod, radiation from the rod to the chamber, and transient effects. 
The rod is in the natural convection flow generated by the molten ball, and so convective 
transfer is directed into the rod. These effects are represented by the phase-separated model: 

in the solid zone and 

in the liquid zone, with boundary conditions of an adiabatic tip at s=Zs, 

(3) 

(4) 

at the phase boundary, and 

on the liquid surface. The origin of s and x is fixed at the moving phase interface, and these 
coordinates are made dimensionless by s=SZ, and x=XZ.,. The coordinates are both moving 
and stretching, so the von Mises time transformation is applied. The combustion model is a 
summary rate equation governed by oxidizer transport through an oxide layer forming on the 
liquid. This rate is considered time-independent, though oxide thickness increases in an 
amount limited by stretching of the molten ball until it detaches and the layer re-initiates. 
The rate is considered uniform over the surface, as no bright spots or lines are observed in 
PCT data for the material considered (Haynes 214). The liquid convection coefficient is 
approximated as natural convection from a sphere. The free stream temperature is modeled 
as a spreading plume from a point source of strength equal to the convection from the liquid. 
The solid convection coefficient is defined by flow over an axisymmetric blunt body. 

The model is solved numerically, Combustion and radiation terms and temperature- 
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dependent coefficients are linearized. The structure is iterative-tridiagonal within a time 
step. Convergence takes less than ten iterations, and over/under-relaxation is not necessary. 
Central difference conductive terms are used, though upwinding is necessary for convective 
terms, giving the algorithm spatial first order accuracy. The Crank-Nicholson scheme 
(second order accurate) is used for marching in time. Time instabilities are encountered and 
traced to interaction between combustion and radiation terms. It is necessary to lag the 
combustion temperature by several time steps. A more stable coupling must be developed 
analytically to avoid recourse to this device. Although the liquid radiative flux is small, it 
plays a vital limiting role. Temperature diverges if liquid surface radiation is neglected. 

The model is sensitive to many parameters which are only approximately known 
(thermophysical properties of molten metal), or completely unknown (constants in the 
combustion rate expression). To estimate the combustion parameters, the model is solved 
analytically, neglecting transience, convection, radiation, and finite rod length, resulting in: 

where qg is an effective ignition temperature. The heat of combustion (left side of Eq.(6)) is 
related to the linear consumption rate, V,. This is determined from video recordings of PCT 
runs, stepping through frame by frame and measuring the amount of consumption (as a ratio 
of the rod diameter) between detachments. (A flame corona obscures the phase interface at 
all other times). 33 PCT recordings for Haynes 214 at six pressures between 7 and 69 MPa 
were examined. The results of V ,  vs. p are shown in Fig.2. 
pressure is chosen to fit the observed consumption rate, with 

0.06744 
vs = 4.944- 

where prd= 1 MPa. For this slight pressure dependence, the 

A power law function of 
the result 

(7) 

exponential terms in the right 
side of Eq.(6) have little influence, and the pressure exponent a is given the experimentally 
determined value 0.06744. Using T,=3000 K, Ec=3 x 10’ J/gmol, M C = 7 . 6 4 x  lo6 Jlkg and 
hs,= 1.5 X lo5 J/kg, the reaction rate preconstant C=6.6 X 105 kg/m2s is determined. Although 
this value is sensitive to the qg guess, it serves as a starting point for identification using the 
full model. Full model identification yields C=5.0X 10’ kg/m2s. 

RESULTS 

Figure 3 shows the surface temperature history of the liquid for a base case, with a 
chamber pressure of 7 MPa (1000 psi), and a high pressure case at 69 MPa (10,000 psi). 
Figure 4 shows the linear consumption rate history. Applying the igniter energy to melt a 
volume of the rod and bring it to qg defines the initial state. Choice of qg is found to have 
very little effect after the first detachment. Base case interdetachment time is observed to be 
0.5 s, and the unknown surface tension is adjusted to normalize the sirnulation. Surface 
temperature rises after detachment; faster at first, then slower as the ball grows and more of 
the heat of combustion goes into heating the liquid. with a total temperature rise of 400 K 
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(720°F) before detachment. High pressure case behavior is similar, except that it burns 200 
K (360°F) hotter and detaches 0.04 s sooner. Consumption rate levels off after the first 
detachment, with a slight loss at each subsequent detachment. The high pressure case has a 
slightly higher consumption rate than the base case, as it burns hotter, has a hotter residue, 
and hence is more likely to maintain combustion than the base case. 

Figures 5 and 6 show the effect of altering the diameter of the PCT article from the 
base case (3.2 mm or '/e in.) to a thin case of (1.6 mm or '116 in.). The thin case shows a 
longer interdetachment time and a larger temperature increase within one drop. It has twice 
the linear consumption rate ( d s ,  half the volumetric consumption rate, mm3/s) of the base 
case. The surface tension-based drop detachment model allows a maximum drop volume 
which is roughly proportional to rod diameter. Since the thin case has half the surface 
tension perimeter of the base case, the interdetachment time might therefore be expected to 
be the same. However, the molten residue length has been modeled as a constant multiple of 
the rod diameter. Therefore, in the thin case, the new drop starts out much smaller and 
cooler after detachment than in the base case. Behavior very similar to that of the thin case 
is also found for the base case if the residue multiplier is halved. Clearly, the modeling of 
detachment and residue phenomena has a significant impact on PCT simulation results. 

Other PCT parameters considered are: rod length and initial temperature; chamber 
temperature; and igniter energy. A short case (15.2 cm or 6 in. - base case is 30.5 cm or 12 
in.) has results which cannot be distinguished from the base case, indicating that the cold end 
boundary condition has no effect. A hot case with an initial temperature of 500 K (440°F - 
base case is 300 K or 80°F) is also indistinguishable from the base case indicating that the 
high combustion temperatures dominate any uncertainty in test article initial conditions. A 
hot chamber case (Tw=500 K or 440°F - base case is 300 K or 80°F) shows no differences. 
Varying igniter energy +lo% has no effect beyond first detachment. However, the speed 
and temperature with which this point is reached are sensitive to igniter energy. 

CONCLUSIONS 

Vertical rod, bottom ignited PCT arrangements are simulated. Simulation is sensitive 
to: modeling of drop detachment and residue phenomena; numerical stability of combustion 
and radiation interaction; and thermophysical properties of liquid metals for which data is 
sparse. Clarification of these issues will result in a more accurate simulation, which may be 
applied to the available PCT data to better identify heterogeneous combustion models. 

The vertical rod, bottom ignited PCT is fairly insensitive to chamber pressure. This 
is demcnstrated by a simplified solution linking combustion oxidizer mass flow rate to solid 
consumption rate, and by PCT data showing consumption rate to depend weakly on pressure. 

The vertical rod, bottom ignited PCT is fairly insensitive to ignition conditions. 
Ignition has a strong effect only on the formation of the first molten ball. Subsequent balls 
are most strongly affected by detachment and residue modeling. Conversely , alternate PCT 
arrangements not subject to detachment should be more sensitive to ignition conditions. In 
such cases, a controlled ignition mechanism such as a laser should be considered. 
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INTRODUCTION 

The NASA OPAD spectrometer system relies heavily on extensive s o h a r e  which 
repetitively extracts spectral information from the engine plume and reports the amounts of metals 
which are present in the plume. The development of this software is at a sufficiently advanced stage 
where it can be used in actual engine tests to provide valuable data on engine operation and health. 
This activity will continue and, in addition, the OPAD system is planned to be used in flight aboard 
space vehicles. The two implementations, test-stand and in-flight, may have some differing 
requirements. For example, the data stored during a test-stand experiment are much more extensive 
than in the in-flight case. In both cases though, the majority of the requirements are similar. New 
data from the spectrograph is generated at a rate of once every 0.5 sec or faster. All processing must 
be completed within this period of time to maintain real-time performance. 

Every 0.5 sec, the OPAD system must report the amounts of specific metals within the 
engine plume, given the spectral data. At present, the software in the OPAD system performs this 
hc t ion  by solving the inverse problem. It uses powefil physics-based computational models (the 
SPECTRA code), which receive amounts of metals as inputs to produce the spectral data that would 
have been observed, had the same metal amounts been present in the engine plume. During the 
experiment, for every spectrum that is observed, an initial approximation is performed using neural 
networks to establish an initial metal composition which approximates as accurately as possible the 
real one. Then, using optimization techniques, the SPECTRA code is repetitively used to produce 
a fit to the data, by adjusting the metal input amounts until the produced spectrum matches the 
observed one to within a given level of tolerance. This iterative solution to the original problem of 
determining the metal composition in the plume requires a relatively long period of time to execute 
the software in a modern single-processor workstation, and therefore real-time operation is currently 
not possible. 

A different number of iterations may be required to perform spectral data fitting per spectral 
sample. Yet, the OPAD system must be designed to maintain real-time performance in all cases. 
Although faster single-processor workstations are available for execution of the fitting and 
SPECTRA software, this option is unattractive due to the excessive cost associated with very fast 
workstations and also due to the fact that such hardware is not easily expandable to accommodate 
hture versions of the software which may require more processing power. 

Initial research has already demonstrated that the OPAD software can take advantage of a 
parallel computer architecture to achieve the necessary speedup. Current work has improved the 
software by converting it into a form which is easily parallelizable. Timing experiments have been 
performed to establish the computational complexity and execution speed of major components of 
the software. This work provides the foundation of future work which will create a hlly pardel 
version of the software executing in a shared-memory multiprocessor system. 

OPAD SOFTWARE PARALLELIZATION 

The OPAD s o h a r e  consists of three major components: 1) The SPECTRA code which 
receives an array specifjllng the metal composition in the plume and uses physics-based models to 
produce the spectrum that would have been observed had the specified metals been in the plume, 
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2) the neural network code which 
receives an observed spectrum and 

- -  produces estimates of the metal 
composition in the plume, and 3) 
the optimization, or fitting, code 
which uses gradient techniques to 
match the estimated and observed 
spectra. During normal operation, 
the OPAD system repetitively 
acquires the spectrum fiom the 
plume, uses the neural network 
code to produce an initial 
approximation to the metal 
composition, and then, under 
control of the optimization code, 
repetitively calls the SPECTRA 
code to produce successive 
approximate spectra, which are 
increasingly better (closer) to the 
observed spectrum until the 
difference between observed and 
estimated spectra becomes smaller 
than a specific limit. 

train and set-up, neither the spectral 
code nor the optimization code 
appear to be computationally 
demanding during real-time 
operation. The step which requires 

______3 Read Concentrations fium file 

& Perform hi t iaht ion 

............................................... 

For each element in element list ---L-T--l 

I Read Database I 

I I Calculate Contribution to 
SP- c Update the Spectrum 

........................................................................................ 
1 

I Do Reporting 1 

I I Convolve with Instillment 
Response 

metal to the spectrum is calculated. Table 1 shows the time required to execute that step on a 
workstation (of modest capabilities) for each of the nineteen metals which are currently of interest. 
All numbers are in milliseconds. It is apparent from the table that the execution time of that step 
varies sigruScantly fiom negligible (less than the time resolution) for two metals to more than three 
seconds for two other ones. Also, the step where the convolution of the resulting spectrum with the 

- 
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instrument response takes place requires some non-negligible amount of time. The total processing 
time, if all steps are performed serially, is approximately 14 seconds. If the processing for each 
metal were allocated to a different processor then all contributions to the spectrum would be 
calculated within approximately 3.8 seconds. Then, nineteen processors, each used for the above 
experiment, would be sufficient to execute the SPECTRA code once in 0.5 seconds. Of course, the 
above processing allocation results in many processors being idle for a significant amount of time. 
By optimizing the SPECTRA code so that the original 14 seconds of processing are distributed 
evenly over the nineteen processors, the total processing time reduces to less than 0.1 second, 
assuming processors 8 times faster that the workstation. 

copper 

calcium 

Figure 2 shows the flowchart of the SPECTRA code after its conversion to parallel form. It 
assumes that N+l processors are available, with one processor performing initialization and 
coordination and N processors performing the real work. More than one can be allocated to the same 
processor, the allocation being such that all N processors receive approximately the same amount 
of work so that idle time is minimal. 

~ ~ ~~ 

136 sodium 29 

45 potassium 0 

I TABLE 1. Processing Times per Element (msec) I 

magnesium 

mo 1 ybdenum 

aluminum 

29 lithium 15 

3300 silver 32 

0 hafnium 1045 

lead 

titanium 

chromium 

73 scandium 45 

336 vanadium 933 

153 manqanese 1717 

iron 

nickel 

I 139 convolution 1 

3787 cobalt 1239 

1175 

XIX-3 



.................................... 

~ a" 

0 - 
ts 
L 

a 

..................................... 

................................................... 

a 

4 

T t 
L - - - J  

.......................................... ................................................ 

XIX-4 



1996 
NASNASEE SUMMER FACULTY FELLOWSHIP PROGRAM 

MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 

THE RESPONSE OF THE BATSE LADS TO RADIATION 
FROM THE CRAB NEBULA 

AND 
PLANS FOR RADIOACTIVITY STUDIES 

ON SPACE STATION 

Prepared By: 

Academic Rank: 
Institution and Department: 

NASAMSFC: 

Laboratory: 
Division: 
Branch: 

MSFC Colleague: 

C. E. Laird, Ph. D. 

Foundation Professor of Physics 
Eastern Kentucky University 
Department of Physics and Astronomy 

Space Sciences 
Physics and Astronomy 
Astrophysics 

B. Alan Harmon, Ph. D. 

xx 





I. Response of BATSE Large Area Detectors 

Introduction 

The Burst And Trantient Source Experiment (BATSE) onboard the Compton 
Gamma-Ray Observatory (CGRO) was designed to measure X-rays and gamma rays with 
energies from about 50 keV to above 2 MeV. As with many scientific investigations, the 
success of the original experiment lead to additional areas of research interest. In the case 
of BATSE the ability to observe the radiation from sources down to about 20 keV became 
readily apparent. This lead to a continuing program of measuring the spectrum of 
radiation from stellar objects at these lower energies. One of these, the Crab Nebula, has a 
very steady radiation flux and, thus, has become a “standard candle” for such 
measurements. 

The Large Area Detectors (LADs) on BATSE contain a 1.27-em thick, 25.4-em 
radius NaI(T1) detector behind a 6.35-mm thick polystyrene Charged Particle Detector 
(CPD) (Pendleton95) used to “veto” charged particles signals. The detectors have been 
calibrated with a series of gamma and X-ray sources and the results carefully simulated 
with a Monte Carlo code. In the calibration process the computer simulation accounts for 
scattering from material in the counting room as well as the BATSE structure. For an 
orbiting detector, scattering from the entire spacecraft must be modeled as well as for all 
covering material over the detectors. 

Five years after CGRO was launched on April 5,1991, a large body of observational 
data has been taken of the Crab Nebula. The technique used for these observation, and for 
many other X-ray sources, is Earth occultation. From the perspective of the spacecraft, the 
Earth occults most stellar objects once an orbit, Le., the signal is lost as the source sets and 
is regained as the source rises. A careful analysis of the continuing signals from all sources 
measured allows for an accurate measurement of the spectrum of a given source. An 
analysis of this data from the Crab has indicated that the LADs are very responsive at 
energies as low as 20 keV-at energies below the range of calibration. While the model 
accounts for many of the interactions of the photons with the detectors, the observation of 
nonstatistical deviations at low energy and at small angles has suggested a need to 
recalibrate at energies where the attenuation effects are increasing 
exponentially(Pendleton94). 

Spectral Shape 

To a good approximation a t  low energy the count rates measured by the LADs can 
be approximated as 

G ( E )  = A ( E )  cos(B)exp(-B / COS(@)) (1) 
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where A(E)  is the product of the flux of photons @ ( E ) ,  the intrinsic efficiency of the 
detector E( E) and the area of the detector, 0 is the angle between the incident beam and 
the normal to the detector, B is the absorption factor. The absorption factor is given by 

where pi is the mass absorption coefficient, ti is the thickness and pi is the density of 
the covering material. 

The spectrum of radiation from the Crab Nebula as observed by BATSE has been 
studied using this simple model. A x’ minimization procedure has been used to obtain the 
A and B coefficients giving the best fit to this data. The quality of a typical fit is shown for 
LAD 3 in Figure (1) while the trend of these coefficients is give in Figures (2) and (3). This 
behavior of B is that expected for a rapidly decreasing mass absorption coefficient. 

However, although a very good fit to the data can be obtained using Eq. (l), there is 
a tendency for the model to fall below the data below about 30°. This is most pronounced 
in channel 1. Since the energy window spanned by this channel is roughly 20-30 keV, the 
simulation of the covering material may not have been done with sufficient accuracy to 
properly reproduce the detector response. In particular, the hexel shape of the 
honeycombed aluminum covering the CPDs may be the cause, or part of the cause, for this 
problem. 

A Model of the Honeycombed Aluminum Sheet 

The structure covering the CPDs contains two 10 mil aluminum sheets glued with 
epoxy to a hexel aluminum structure. This structure appears to be made by stamping 
three-sided L‘troughs” into 94” wide, 2 mil aluminum strips and placing them together to 
form a hexel pattern. The distance between opposite sides is 0.49 cm. Incident photons 
entering the hexel region at Oo encounter the 94’’ aluminum hexel covering 2% of the 
surface area. As the angle increases photons entering the hexel region in a plane of 
incidence normal to one wall pass through less material although the effective area 
increases. At  38O photons begin to pass though a second wall and at 57’ a third wall. 

The adjacent hexel walls are at 30° to the incident plane. The thickness through 
which the photons pass are greater than the first wall and the opposing walls are much 
closer. These photons are more greatly attenuated. Rotating the incident beam about the 
normal to the LADS produces a changing effective area and attenuation for a given angle 
8. Modeling such a structure requires a complex mathematical statement. 

A simple model of the hexel structure has been chosen as a series of long parallel 
sheets placed perpendicular to the plane of incidence. For such a structure the effective 
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sheet thickness varies as t / sin(8) until the angle of 3 8 O .  An introduction of this model into 
Eq. (1) gives 

C(E)  = A(E)cos(8) exp(-B /  COS(^) + C / sin(8 + 0)) (4) 

where D is introduced to keep the argument of the exponential finite at Oo. The 
results of a x2 fit of this function to the count rates is shown in fig. (4) for LAD 3. The xz 
values are comparable to those for Eq. (l), but the quality of fit for small angles in channel 
1 for all LADs is much better. However, the parameter C is positive, not negative as 
expected for an attenuation, and D is typically about 30° , not about O S 0  as might be 
expected from the 2 mil by W’ hexel cell. 

Although this seems non-physical, a physical interpretation can be made. At higher 
angles there are a greater number of data points than at small angles. This “forces” the B 
parameter to represent an effective thickness which includes several hexel walls and the 
increased effective thickness of the planar material. At smaller angles the C coefficient 
must “decrease” the attenuation factor to properly reduce the attenuation. At  higher 
energy, higher channels, the rapidly decreasing absorption coefficients reduce the effect of 
the hexels. Therefore, C coefficients consistent with zero are usually found in Channel 2 
and higher channels where Eq. (1) adequately fits the data. 

Energy Recalibration 

The energy calibration of the BATSE detectors was performed preflight and may 
have changed during orbital insertion or because of thermal gradients in orbit. This will 
cause the preflight model of the detector responses to be incorrect. The count rates for 
Channel 1 in the LADs indicate sufficient differences to suggest that this has occurred. The 
variations in the A coefficients from Eq. (1) can be used to adjust the energy widths of the 
low energy channels. In addition, the values of the B coefficients give the average 
attenuation factor for several channels of each LAD. This is directly related to the energy 
range covered by a given channel. By varying the energy range to give a better fit to the 
data the energy calibration can be adjusted. While the small angle deviation from the 
model is still present, the resultant fits properly reproduce the spectra at larger angles. 
Corrections to other detectors can be obtained in a similar manner. 

lI. Induced Radioactivity 

The Long Duration Exposure Facility (LDEF) was orbited for a period of 68 months 
beginning in April, 1984. Nearly 400 samples taken from that mission have been studied to 
study the induced activity encountered while in orbit. A review of the results found in an 
article submitted for publication(Harmon96) shows significant scientific information on 
total activation and on the directionality of the proton flux encountered by LDEF. 
However, the delay between retrieval and sample counting resulted in only a few long-lived 
radioisotopes being found. This precluded attempts to determine the proton energy flux 
by analysis of production of radioisotopes with differing activation thresholds. For the 
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same reason, the possibility of measuring high energy neutron fluxes with reactions having 
small cross sections and short half lives was negated. 

Despite this, these results indicated the potential for significant new scientific 
investigations. For example, similar passive experiment can be undertaken on the Space 
Station. A set of 1/16’’ samples of aluminum, vanadium, cobalt, nickel, indium, tantalum, 
and tungsten and another set of the same samples sandwiched between moderating 
material could study proton and neutron activation in orbit. Differences in the activities 
from the two sets would allow separation of fast and slow neutron effects. 

These samples should be placed behind the racks in the first Space Station module 
orbited. After six months in orbit a moderated set and an unmoderated set of samples 
would be replaced and returned on a shuttle mission. After landing the samples would be 
immediately transported to a counting facility. This will allow for the determination of the 
abundance of the activated isotopes with half-lives of 3-4 days or less rather than the 70 
day half life material typically measured on LDEF. These samples could be replaced and 
returned to Earth on a monthly basis, or as often as the availability of shuttle missions. 
This study would result in a better understanding of the flux of particles encountered by 
the Space Station and the onboard experiments. 

An active experiment to measure the high energy neutrons could be flown on the 
Space Station or in an external experiment rack. A detector such as a fission fragment 
detector should be investigated as a possible active system. This system measures the 
energy of neutrons which interact with a thin sheet of uranium. Fission in the uranium 
produces recoiling fragments which interact with a particle detector. The signals produce 
by these interactions can be analyzed to determine the number and energy of the high 
energy neutrons. 
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Figure 1. Crab-LAD3-Chan 1 
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Figure 2. A Coefficients for LAD 3 
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Figure 4. Crab-LAD3-Chan 1 
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DEVELOPMENT OF AN OUTREACH PROGRAM FOR NASA: 
“NASA AMBASSADORS” 

INTRODUCTION AND BACKGROUND 

It is widely known that the average American citizen has either no idea or the 
wrong impression of what NASA is doing. The most common impression is that 
NASA’s sole mission is to build and launch spacecraft and that the everyday experience 
of the common citizen would be impacted very little if NASA failed to exist altogether. 
Some feel that most of NASA’s efforts are much too expensive and that the money would 
be better used on other efforts. Others feel that most of NASA’s efforts either fail 
altogether or fail to meet their original objectives. Yet others feel that NASA is so mired 
in bureaucracy that it is no longer able to function. 

The goal of the NASA Ambassadors Program (NAP)  is to educate the general 
populace as to what NASA’s mission and goals actually are, to re-excite the “man on the 
street” with NASA’s discoveries and technologies, and to convince him that NASA really 
does impact his everyday experience and that the economy of the U.S. is very dependent 
on NASA-type research. 

Each of the NASA centers currently run a speakers bureau through its Public 
Affairs Office (PAO). The speakers, NASA employees, are scheduled on an “as 
available” status and their travel is paid by NASA. However, there are only a limited 
number of them and their message may be regarded as being somewhat biased as they are 
paid by NASA. On the other hand, there are many members of NASA’s summer 
programs which come from all areas of the country. Most of them not only believe that 
NASA’s mission is important but are willing and able to articulate it to others. 
Furthermore, in the eyes of the public, they are probably more effective as ambassadors 
for NASA than are the NASA employees, as they do not derive their primary funding 
from it. Therefore it was decided to organize materials for them to use in presentations to 
general audiences in their home areas. Each person who accepted these materials was to 
be called a “NASA Ambassador”. 

PROGRAM DEVELOPMENT 

An announcement was made at the first meeting of all of MSFC’s summer 
program participants that a “NASA Ambassadors” program would be organized during 
the summer. It was suggested that certain NASA-related topics would make interesting 
presentations to general audinences. A call was made for volunteers who would be 
willing to collect and organize materials on these topics. At the first meeting of the 
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volunteers other topics were suggested. The following is a list of all of the suggested 
topics that came out of that first meeting. 

TOPICS 

Propulsion, Single Stage to Orbit, Reuseable 
Launch Vehicle, Future Propulsion Systems 

Space Station, Shuttle/Space Lab, Human Exploration 
and Development of Space (a NASA enterprise) 

Planetary Exploration, Viking, Pioneer, Voyager, 
Galileo, Mars Pathfinder, Planetary Science, 
Ulysses, Magellan, Cassini 

Space Technology (a NASA Enterprise), 
Advanced Technologies, Spinoffs 

Aeronautics (a NASA Enterprise), 
Supersonic Transport 

Mission to Planet Earth (a NASA Enterprise), 
Global Warming, Ozone Depletion, 
Atmospheric Science 

Orbital Science, Protein Crystals, Fluid Physics, 
Microgravity 

Space Observatories: Hubble, Compton, AXAF 
SIRTF, Son of Hubble 

Discovery 

Economics, NASA Messages 

Materials Developed and/or Originated by 
and for the Space Program 

“GLITZY TITLES” 

“Rocket Ships’’ 

“Space Outposts” 

“Destination Mars”, 
“Space Robots” 

“Space - For Free” 

“TO Fly” 

“The Water Planet” 

“Free Falling” 

“Extending Our Senses 
Beyond Our Reach” 

“ Ah-Ha” 

“TO Lead or not to Lead” 

“What is it made of?” 

Not all of the topics were chosen for development. Each volunteer chose one or 
two topics. In preparing the packages the volunteers identified a NASA expert who 
volunteered to be available to answer technical questions posed not only by the preparer 
but also by those who would be delivering the presentations. Meetings were held twice 
weekly in which members exchanged materials and suggestions. At the time of this 
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writing (August 6, 1996) visual and textual packages covering the following topics were 
near completion and ready for distribution. 

TOPIC PREPARER 

Rocket Ships of the Past, Present and Future George Lebo 
University of Florida 

Spacecraft Charging 

Mars in Fact and Fiction 

Nancy Losure 
Mississippi State University 

Nancy Losure 
Mississippi State University 

NASA - The Place Where Miracles Happen Malcolm McDonald 
Berry College 

To lead or not to lead, that is the question! Malcolm McDonald 
Berry College 

Extending Our Senses Beyond Our Reach Frank Six 
MSFC 

Protein Crystal Growth 

The Blue Planet 

Leonard Holmes 
UNC Pembroke 

J. M. Wersinger 
Auburn University 

Summer programs members are issued as many of the above pre-packaged 
presentations as they request. However they are required to execute the following 
agreement which indicates that they will deliver each presentation to a non-academic 
audience at least twice during the next year. 
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AGREEMENT 

Recognizing that: (1) NASA’s missions excite people of all ages and educational backgrounds, 
and (2) relatively few have heard about NASA’s missions, I agree to become a “NASA 
Ambassador.” I understand that, to be named a NASA Ambassador, I must have been a 
participant in an MSFC summer program or I must be an employee of the MSFC. I understand 
that I will receive (a) package{s) of materials which I can use to give popular level talks to non- 
academic audiences. 

The stipulations of the agreement are as follows: 

NASA a p e s  to: 

1. Provide me slides, video tapes and other appropriate audio-visual aids on selected topics. 

2. Provide me written explanatory material to accompany the visual aid packages. 

3. Notify me when a visual aid package on a given subject is available. 

4. Keep the audio-visual and written materials up-to-date. 

5. Provide me contacts within NASA who will answer questions regarding the material in 
the packages. 

6. Recognize outstanding performance with some type of award. 

I agree to: 

1. Give at least two presentations per year to audiences outside my institution for each visual aid 
package which I receive. 

2. Submit a reply card to MSFC each time I give a presentation documenting the size and nature of 
my audience and other pertinent statistics. 

3. Distribute to the audience a one-page evaluation form. I will ask a member of the audience 
{probably the program chairperson) to collect this feedback and to mail it to MSFC in the 
envelope provided. 

NASA AMBASSADOR NASA 

DEPARTMENT 

INSTITUTION 

CITY/STATE/ZIP CODE 

SIGNATURE SIGNATURE 

DATE DATE 

PACKAGE(S) REQUESTED 
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NASA/MSFC’s PA0 has agreed to take responsibility for keeping the NASA 
Ambassadors’ packages up-to-date and to maintain communication with them. The PA0 
will also send letters to officials at the NASA Ambassadors home institutions informing 
them of the program and that one of their faculty is a NASA Ambassador. 

Evaluation materials were also developed. Each NASA Ambassador will be 
expected to fill out a reply card which will indicate the topic, audience, date and other 
pertinent information and return it to the PAO. He/she will also be asked to distribute 
evaluation forms which, after having been completed by the listeners, will be collected and 
sent directly to the MSFC PAO. The PA0 will collate the responses and will feedback 
to the speaker comments, suggestions and criticisms as appropriate. 

When a person becomes a NASA Ambassador heishe also receives instructions on 
how to go about getting invited to speak to different groups. 

At the end of the 1996-1997 academic year the program will be reviewed by the 
PAO. It is hoped that the NAP will be come suficiently successful that the other NASA 
centers will adopt it for use with their own summer participants. 
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Introduction: 
Electrostatic discharge (ESD) has been shown to be the primary cause of several glitches in 

spacecraft operations NASA RP13751. It appears that charged particles encountered in the 
natural environment in certain orbits can collect on the outer surfaces of a spacecraft, building up 
a charge of several thousand volts. If the potential exceeds the breakdown voltage of the charged 
material, then an ESD will occur. ESD events involving relatively low voltages, on the order of 
100 V, have been shown to damage electronic components. WatisoffJ When ESD occurs, 
electronic and electrical components can be damaged, computer instructions can be garbled, and 
ablation of material from the spacecraft may occur; degrading both the performance of the thennal 
control blankets, and the cleanliness of any surfaces on which the detritus becomes deposited. 

There appear to be six ways to prevent or mitigate the effects of ESD. 1) Choose an orbit 
where charging is not a problem. 2) Carry extra electromagnetic shielding. 3) Provide redundancy 
in components and programming. 4) Provide for active dissipation of the charge, by generating a 
plasma with which to bathe susceptible surfaces. 5) Provide for passive dissipation from a plasma 
contactors on the susceptible surfaces. 6) Provide thermal control blankets that do not hold a 
charge, i.e., that are conductive enough to bIeed a charge off harmlessly. These six options are 
discussed in detail in Losure (1996). Of these six options, number 1 is not always practical, given 
other requirements of the mission; 2,3,4 and 5 wilt require that extra mass in the form of shielding, 
etc., be carried by the spacecraft. The most attractive option fiom a mass and energy point of 
view seems to be that of finding a material which matches the other performance characteristics of 
the current thermal control blankets without their tendency to build up an electrostatic charge. 
The goal of this paper is to describe and justify a testing program which will lead to the approval 
of materials of this kind. 

Preselection of candidate materials 
The testing program outlined below is directed toward identifying candidate materials for 

thermal control blankets. As such, only polymers which can be fabricated as thin, transparent 
film, will be considered. However, other plastic and rubber parts on spacecraft are also known 
culprits in ESD events, and it may become desirable to seek replacement materials for gaskets, 
fasteners, cable ties etc. This testing program should also sewe to identify and qual@ candidates 
for these applications, with due consideration of the desirable mechanical properties of thick 
section parts like gaskets. 

Thermal control blankets (TCB) are assembled of multiple layers of (usually) silverized 
Teflon film, with some polyester netting interlayers. TCB have two main functions: to reflect as 
much solar energy as possible, in order to keep the spacecraft as a whole from thermal cycling, 
and to absorb the impact of smdl orbital debris. The successful candidate will possess a balance 
of thennal, physical and chemical properties that will allow the easy fabrication and installation of 
thermal control blankets, the thermal and physical protection of the spacecraft, and a long service 
life under the conditions of the natural space environment. The properties considered important 
are discussed below, and summarized in Table 1. 

The mechanical properties of the TCB’s should allow easy fabrication, installation and 
deployment; so the film should be light weight, tough, flexible, non-bfocking and puncture 
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resistant. The tensile strength of the film is not important, above a minimum level sufficient for 
handling of the film. The tensile strength of Teflon is given in Table 1 as 14 MPa. Teflon is 
known as a low-strength plastic, and this value should be considered a minimum acceptable value 
for candidates. Teflon is also a polymer with a high impact strength, which is one of its main 
advantages. Any serious candidate should have at least 2 N d c m  impact strength. Teflon also 
has a high specific gravity, at 2.1 g/cm3. This is almost double any other polymer, and should be 
considered a maximum acceptable value. Teflon film is quite flexible at very low temperatures, 
and this is a desirable for TCB applications, along with a fairly high distortion or melting 
temperature. Teflon is known as having a very high melting temperature among thermoplastics. 
Other polymers may not need to meet this high a value to be succesdbl, and careful consideration 
should be given to specifjring a maximum operating temperature for the TCB. 

TCB’s should have bright mirrored or dazzling white surfaces, so as to reflect as much 
sunlight as possible. That is, the solar absorbtivity should be as low as possible. On the other 
hand, the thermal emissivity must be as high as possible, and this is generally promoted by a dark 
or rough surface. These seemingly mutually exclusive properties are achieved in silverized Teflon 
and a few other materials, as discussed in Losure (1996). These properties should not deteriorate 
during the expected lie of the spacecraft, due to the orbital environment. Standard tests exist in 
the literature for these properties at the beginning of life (BOL) of a material. Properties at the 
end of life (EOL) require the material to subjected the space environment, either in actuality or in 
simulation. 

The materials of TCB’s should also be able to stand up to the physical and chemical effects of 
vacuum, atomic oxygen, and ultraviolet (and other kinds) radiation from the sun, without 
changing thermal properties, outgassing, or throwing off other kinds of debris. There is no 
standardized test for these properties, but the literature contains descriptions of testing done 
under simulated space conditions, which can be adopted. Of course, these earth-bound tests may 
need to be supplemented by flight testing. 

Various kinds of TCB, mainly siherized Teflon, have satisfied the requirements listed above, 
with the exception of discouraging ESD. Siiverized Teflon does not have satisfactory anti-static 
properties, as it has a surface resistivity of about loL8 ohm-cm. A successfbl TCB candidate 
should have the lowest possible resistivity, with IO” ohm-cm being the practical maximum. 
Surface resistivity, bulk resistivity, breakdown voltage, and other electrical properties can be 
evaluated by means of standardized tests, as described below. 

Sources of material properties data. 
Materials properties data has been compiled into a number of handbooks and computerized 

data-bases. In general, values are available for a wide variety of materials and properties, but 
seldom is any particular material thoroughly treated in any of the resources discussed below. 
Therefore, though it seems reasonable to use published property values as a guideline to nominate 
candidate materials, there are enough gaps in the literature to make thorough testing of any 
candidate material absolutely necessary before qualifiing it for flight. Indeed, some of the newer 
polymer formulations have not even been tested with a space environment in mind, SO that no 
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suitable published data may exist. What follows is a discussion of the various sources of property 
data available to the author. 

MATDAT.XLS 
This database was compiled during the summer of 1995. It contains values gleaned from the 

literature for 43 properties of 118 materials. The database is only 21% complete, due to the lack 
of literature values for very many of the properties or materiaIs of interest. In particufar, there is 
no data in the open literature for siiverized Teflon film, or for thermal control blankets. Such data 
as were gleaned for these entries came from internal NASA sources. Thus, there is a deep lack of 
readily availabIe data on many materials of interest to the space program. Perhaps data that are 
available only in laboratory notebooks should be compiled and published to help alleviate this 
lack, and to avoid duplication of effort. 

MAPTIS 
MAPTIS is a database of material properties created and administered at MSFC. It 

concentrates on engineering properties of very specific materials, often identified by 
manufacturer’s trade name. As such, it is useful to spacecraft designers debating the use of one 
alloy in favor of another. However, the database seems to be very weak in coverage of polymer 
materials in general, and TCB materials in particular. Indeed, the only values available in 
MAPTIS for MLI (Multi-layered Insulation, a relative of TCB) was the results of flammability 
testing. As far as could be determined, there are no values for solar absorbtivity nor infia-red 
emissivity stored in MAPTIS. Therefore, MAPTIS is not useful for the choice of candidate 
materials for TCB. Indeed, the results of any testing program should be forwarded to MAPTIS, 
for inclusion in the database. 

NASCAP 
NASCAP is a computer program that calcuIates the charging potential of spacecraft suxfaces, 

given the nature of the sudace, and the nature of the space environment. It contains a small 
database of a dozen or so materials that are currently in use for spacecraft surf8ces. The property 
values included in this data are all related to spacecraft charging; no tensile, thermal or 
environmental properties are compiled. In addition, some properties like the radiation induced 
conductive power, are peculiar to NASCAP, and appear nowhere else in the literature. When 
TCB candidates are identified, these properties peculiar to NASCAP will have to be evaluated, so 
that they can be incorporated in the spacecraft charging model. 

Manufacturer’s Literature 
For materials that already exist in commercial grades, the manufacturer’s literature on 

material properties can be very helpful. However, it is usually restricted to reporting those values 
that are of particular interest to the potential customer. Most manufacturers have neither tested 
nor reported material properties with an eye to the special requirements of the space program. 
Therefore, it is likely that the manufacturer’s literature can be used as a guide for candidate 
screening, but not as a substitute for in-house testing. 

In-House testing. 
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Equipment and procedures exist in-house at MSFC for performing tests on candidate 
materials, No comprehensive program to test candidate materials has been undertaken, and the 
results of other testing performed over the years exist as fiagments in memos, short reports and 
laboratory notebooks. This spot-testing program no doubt was timely and useful when questions 
of the suitability of a particular material came up, but the fiagmentary reporting is a bar to getting 
the full benefits or the testing that has already been done. 

Long Duration Exuosure Facility 
The Long Duration Exposure Facility (L-DEF) flew with samples of various TCB materials, 

but no candidates for future TCB applications were flown. In fact, the only polymer films besides 
Teflon were some samples of Polyethylene film being evaluated for weather balloon applications. 
The film was destroyed by the orbital environment during the extended stay of the L-DEF on 
orbit. Thus, there is no data fiom the L-DEF that seems applicable to the search for new TCB 
materials, aside from estimation of orbital debris impact rate and energy. 

Justification for a testing program for selection of new TCB materials. 
It has been shown above, and in other reports (see Losure 1995) that the existing literature 

on materials properties for currently qualified TCB materials is ftagmentary and scattered. Other 
materials which may be good candidates also suffer fiom a lack of reporting. Indeed, some of the 
materials that may be the best candidates are not fblly characterized or reported in the literature 
because they have been commercially available only a short time. In order to solve the spacecraft 
charging problem by replacing silverized Teflon with a material possessing equivalent or superior 
physical properties, comprehensive testing must be carried out by NASA, or its contractor. The 
literature is not reliable except on the level of screening candidates. Material suppliers are not 
equipped to do the space environmental testing needed. 

Therefore, a project to screen, select, and evaluate candidate materials for silverfleflon 
replacement is proposed. The work is to be carried out by a Mississippi State graduate student 
under the supervision of the PI, who holds a faculty position at MSU. Testing will be carried out 
at both MSU and MSFC, to make the best use of existing facilities. As shown in Table 1, MSU is 
well equipped to carry on the testing of physical properties, while MSFC is equipped to do the 
thermal and space environmental testing, 

Electrostatic discharges are a constant threat to the operation of spacecraft. Identifying and 
qualifying TCB materials that will eliminate ESD will greatly increase spacecraft reliability, and 
decrease overall mission costs due to provision of back-up systems and repair missions. This 
project will provide a means to approach the goal of zero ESD-related failures in fbture space 
operations. 

Leach, R.D.; and M.B. Alexander, E&. Failures and Anomalies Attributed to SDacecraft 

Losure, M.S.; and M.B. McCollum, The ESD Prevention Primer, in progress, August 1996. 
Matisoff, Bernard S.; Handbook of Electrostatic Discharge Controls (ESD): Facilities Design 

and Manufacturing Procedures. Van Nostrand Reinhold Co., New York NY. 1986. 
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INTRODUCTION 

The extended Kalman filter (EKF) is the basis for many applications of filtering theory to 
real-time problems where estimates of the state of a dynamical system are to be computed based 
upon some set of observations. The form of the EKF may vary somewhat from one application 
to another, but the fundamental principles are typically unchanged among these various 
applications. As is the case in many filtering applications, models of the dynamical system 
(differential equations describing the state variables) and models of the relationship between the 
observations and the state variables are created. These models typically employ a set of 
constants whose values are established my means of theory or experimental procedure. Since the 
estimates of the state are formed assuming that the models are perfect, any modeling errors will 
affect the accuracy of the computed estimates. Note that the modeling errors may be errors of 
commission (errors in terms included in the model) or omission (errors in terms excluded from 
the model). Consequently, it becomes imperative when evaluating the performance of real-time 
filters to evaluate the effect of modeling errors on the estimates of the state. 

EKF WITH CONSIDER COVARIANCE 

Assume that the EKF is to be applied to a system described by the (possibly) nonlinear 
differential equations 

X = F(t,X,C) (1) 

using the (possibly nonlinear) observation-state equation 

Y = G(t,X,C) + E (2) 

where X is the state whose values are to be estimated and C is the set of consider parameters. 
Note that C encompasses parameters in the equations of motion and the observation equation 
although it will be rare that any single parameter will be in both sets of equations. Note also that 
the values of C are not perfectly know, Le., the true values of C are not available; only some 
nominal values of C (which will be referred to as CN) and the uncertainties are known. The 
variable E represents the measurement error which is assumed to white noise and have the 
following statistics 

To apply the EKF, this system is converted into a linear system by expanding Eq.s (1) 
and (2) about a reference trajectory &(t) that is known with the corresponding observations 
which are described by 
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The resulting system and observation equations are given by 

,and H,=- aG . Note that aF aG B = -  ax 7 ac 7 H,=- ax ac 
aF where x = X - X N  , c = C - C N ,  A = - -  

the solution for x(t) in Eq. (4) can be written as 

where @ and 0 satisfy 

The filter state vector is x(t), the estimate of x(t) is ?(t), and the estimate of X(t) is recovered 
using ?(t) = XN(t) + x^<t). 

h To initialize the filter, assume that initial values for zk-1 = X(tk-1) and 
P k - l =  E [(xk-l-?k-l)(Xk-l-j7ic-l)T] as well as xN(tk-1) are given. This information is to be 
propagated to tk  and combined with the observation yk = y(&) to form the estimate g(t3. Once 
the values for @(tk/tk-l) and O(tbtk-1) are computed, the propagation of the filter state vector is 
carried out using Eq. (6) in the form 

Similarly, the true state vector would be propagated using 

since for the true state vector there is no error nor uncertainty in the consider parameters. Using 
Eq.s (7) and (8), the covariance matrix corresponding to xk  is written as 
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For now let, Wk-1 = E [(xk-&-l) cT] which will be discussed in more detail in the following 
sections. The expected value expression in the last term represents the uncertainties in the 
consider parameters which is assumed known and can be represented as 

Thus, for now, the propagated covariance matrix becomes 

T T - 
p k  = @k,k-lPk-l@k,k-l @k,k-lWk-l@k,k-l 

T T 
+ @k,k-lWk-l@k,k-l f Ok,k-ln@k,k-l (9) 

Note that the first term in this equation represents the propagate covariance matrix if there were 
no consider parameter effects and the remaining three terms are the contributions of the consider 
terms. 

Once the filter state vector estimate and associated covariance matrix have been 
propagated to tb it can be treated as an observation and combined With y k  to write 

where E [qk] = 0 
these equations in a least squares or minimum variance sense is 

, E [qk $1 = & , and E [&k $1 = 0. The solution for z k  which satisfies 

For convenience, let 

which would be the state vector covariance if there were no consider parameters. 

The covariance matrix associated with z k  is formally defined by 

From Eq.s (10) and (1 l), 
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Using Eq. ( 5 )  to express the observation in terms of the true state and true consider parameters 
(c=O) to write 

Using this notation, the covariance matrix for can be written in the form 
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As was the case with the expression for &, the first term in Eq. (16) represents the covariance 
matrix if there were no consider parameters and the remaining three terms represent the 
contribution of the consider parameters. 

The only remaining issues to resolve are the expressions for W k  from Eq. (9) and W k  
from Eq. (16) which are defined as 

and 

Using Eq. ( 1 2 ~ ) ~  w k  can be written as 

Eq.s (1 7) and (1 8) provide the necessary equations to propagate and update W along with the 
covariance matrices M k  and pk. To initialize this part of the filter, it is assumed that 

Wo = E [(xO-G) cT] = 0 

i.e., the initial estimate of the state vector is not correlated to the uncertainties in the consider 
parameters. Note that by using Eq. (1 7), Eq. (1 6) can also be written as 

Finally, note that Eq. (7) can be used to define the propagated sensitivity matrix as 

CONCLUSION 

= @k,k-l sk-1 + @k,k-1 

The consider covariance EKF can be used to evaluate the effect of uncertainties of 
dynamic and measurement modeling errors on the estimate of the state by adjustments made to 
the state covariance matrix. While the consider covariance EKF does not predict the actual 
errors since the actual model errors are assumed unknown, it does provide a means of identifying 
critical elements of the dynamic and observation models for real-time filtering applications. 
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Proieet Goals and Summarv 

launch in July of 1997. This specifically required 
The original goals of this project were to support the development of SEDSAT 1 for a tethered 

1. Monitoring development progress against a comprehensive delivery plan. 
2. Incremental development and release of CDS and SEASIS software. 
3. Supporting the integration of version 1.0 SEASIS software that will allow minimal 

autonomous operation without a software reload. These algorithms would include image 
quality evaluation, attitude determination, and autonomous earth imaging. 

4. Developing software requirements and design for ground segment software, concentrating 
on command and data download capability; and interface to external development efforts 
for a more comprehensive software suite to be used after the initial mission. 

Because of an unfavorable space shuttle safety review of the SEDS-3 tether deployer, and cost 
and schedule problems in upgrading the deployer, the mission was changed to an independent 
launch of SEDSAT. The original plan was to do a tether-less deployment from the space shuttle. 
Since this would have resulted in an unacceptable orbital lifetime, the mission was changed again 
to a tethered launch from a Delta II in June 1998. As a result of Marshall Space Flight Center's 
redirection of the SEDS-3 mission away from a tether launch, the whole question of a tether 
endmass had to be reconsidered. 

The net result of these multiple changes was twofold. First, we completed work needed to 
defme some aspects of ground software on SEDSAT 1 that would remain constant no matter the 
launch mode. Second, we developed a set of concepts for using SEDSAT-1 technology to support 
alternative endmass missions on SEDS-3. Both of these are included below. 

SEDSAT Ground Software 
One area of SEDSAT design that has been worked during the summer is the ground 

communications architecture. Figure 1 shows the basic hardware architecture for SEDSAT-ground 
communications. The hardware aspects are emphasized, though the schematic breakdown of the 
software is also shown. Figure 2 illustrates the architecture from a software perspective. 

The communications link between the SEDSAT and the ground is a digital radio link. The basic 
rate is 9.6 Kbitskec, though experiments at 57.6 kbitshec are also planned. The link carries 
AX.25 frames, which encapsulate application data specific packets. Software routines, provided as 
part of SCOS, carry out the encapsulation and pass byte blocks to the hardware. The byte blocks 
go out over the serial port to the transponder which transmits them. On the ground side a Yaesu 
radio picks up the link and passes a lowpass signal to a modem The modem demodulates the bit 
stream and passes it to the TNC, which interprets the AX25 packets internally. The data sections 
are re-encapsulated onto the PC serial port. The serial port is read by PC software drivers, which 
pass application level data to the labview front end. The labview front end interprets the packets 
and displays or archives the received data. 

During the summer the basic ground communications system was built and tested. 
Configurations both with and without the transponder in place were tried. The transponder can be 
bypassed by connecting the serial port of the CDS board to a suitable tap point in the TNC, 
although not all of the TNC's will accept this. 

Neither configuration has fully checked out in the lab. With the system wired directly the link is 
established in software and the packet stream can be observed on a monitor. However, packets 
containing executable program material cannot be passed so user tasks cannot be uploaded. The 
reason is not clear. 
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Figure 1: Hardware architecture diagram for SEDSAT ground communications 
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Figure 2: Software architecture diagram for SEDSAT ground communications 
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The transponder works and transmits when placed in the system chain. However, no data can 
be demodulated at the ground end. Based on laboratory measurements it appears that the 
transponder was stuck operating in 57.6 kbit/sec mode when the available ground station hardware 
can handle only 9.6 kbit/sec mode. This diagnosis was based on a spectrum analyzer display 
resembling f17 Khz suppressed carrier FSK coming from the transponder, which corresponded to 
the specified modulation pattern for 57.6 kbithec transmission. The transponder was returned to 
the vendor for calibration and its correct operation confirmed. The most likely cause of the stuck 
condition is incorrect wiring in the CDS motherboard backplane. 

From the software perspective, the SEDSAT software tasks read a communications data stream 
managed through ComTask. ComTask sends and receives data through calls to QAX.25 routines. 
On the ground end, a front end written in LabView sends and receives application level data 
packets -through a set of serial drivers. The AX.25 protocol encapsulation and -decoding is all done 
in the TNC. 

SEDS-3 Mission Concepts 
Technology developed between Marshall and UAH on SEDSAT can have wide application to 

potential SEDS-3 tether endmass missions. As examples the following sections examine possible 
missions, scenarios, and architectures for building a SEDS-3 endmass with maximum exploitation 
of SEDSAT 1 technologies. 
0 bjectives 

A new SEDS-3 endmass could address three principal scientific objectives: 
1. Make a video record of deployment to determine the ability of astronauts to do visual 

discrimination of nominal and off-nominal deployment. 
2. Record the three-dimensional dynamics of tether rebound during a hard snag event. 
3 .  Record the three-dimensional dynamics of tether recoil during a simulated micrometeoroid 

tether cut. 

A more advanced endmass concept is called a vertical, tethered camera array. This experiment 

1. Demonstrate multi-camera stereo reconstructive imaging of atmospheric objects using a two 
dimensional image array. The horizontal dimension will be provided by satellite motion (as 
is conventional). The vertical dimension will be provided by the tethered endmass. 

would support one principal objective: 

Mission Scenario 

nominal deployment to study tether dynamics. The scenario envisioned is: 
The proposed system is oriented around a mission scenario that deliberately introduces off 

1. On system power up the endmass is activated and prepares for separation. The imaging 
system powers up and begins transmitting real-time video before endmass deployment is 
commanded. 

2. As the endmass separates its instruments record accelerations. 
3. The video imaging system transmits real-time video of the tether deploying. 

Simultaneously, the stereo imaging subsystem is capturing and storing stereo stills to 
determine three-dimensional tether position. 

4. After a desired length of tether is deployed the deployment is brought to a sharp halt to 
simulate a hard snag. The endmass records accelerations. The imaging system transmits 
and records the tether rebound. At the same time the other experiments would be 
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monitoring structural loads and the smart tether cutter would be firing (without actually 
cutting the tether). 

5 .  After the tether has begun to swing, and tension has risen to a steady high, the endmass is 
commanded to release the tether. The imaging system records the recoil and subsequent 
redeployment under gravity gradient forces. 

6 .  After the recoiling tether stabilizes the real-time video is commanded off. The stored digital 
stereo stills are now transmitted using the same transmitter. If an electrodynamic tether 
were deployed it would now operate. Optionally, the imaging system could continue to 
monitor the electrodynamic tether as desired. 

7. The endmass continues to operate until the end of its battery life. Depending on the orbit, it 
will re-enter sometime later. Since the tether is not attached to the endmass it will most 
likely have significant orbital lifetime. 

Requirements 
Meeting these first set of objectives requires a deployment and endmass system capable of 

normal deployment, simulating a hard snag, and commanded release of the tether at the endmass at 
a suitable time. It would be desirable for the endmass to be able to record accelerations and attitude 
throughout deployment. A videohage recording system is required to capture video of 
deployment and stereo images at selected times. Of course, a data link system must be present to 
transfer all data to the ground as well as supporting power systems. vertical camera system 
requires orientable cameras in the endmass and on the deployer platform that can be coordinated. 
SEDS-3 Endmass 

The proposed endmass is derived from the SEDSAT project. It uses the SEDSAT structure, 
battery design, tether release mechanism, and accelerometers. It uses a new electronic design based 
on off-the-shelf components to facilitate early software development. A schematic of the proposed 
endmass is shown in Figure 3. 

Figure 3: Schematic of proposed SEDS-3 endmass configuration. The system 
uses a simple structure with electronics supporting acceleration measurements 
and commanded tether release. There is an option for attitude measurement. 
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Making use of major portions of the SEDSAT design will carry important benefits. The 
SEDSAT structure is well characterized, with full production drawings immediately available. It 
can be produced quickly at known cost and has an existing history of structural characterization 
and flight paperwork. The tether release mechanism has not been built, but it has full drawings and 
the design has already been exposed to extensive review. The accelerometer package may be 
available without procurement from the existing SEDSAT project. The battery system has also 
been designed and a NASA Marshall procurement is in progress for SEDSAT. 

The electronic design of the endmass should be reconsidered in light of the needs of the SEDS- 
3 mission. Assuming non-amateur frequencies are used for communications, the SEDSAT 
electronics can be replaced with higher capability, lower power designs. An off-the-shelf board 
solution will be considered to facilitate immediate development of a laboratory breadboard. The 
features and benefits of the proposed SEDS-3 endmass are shown in Table 1. 

Feature 

SEDSAT derived structure 

SEDSAT proposed tether release 
mechanism 
SEDSAT batteries 

~ I Table 1: SEDS-3 Endmass Features and Benefits -1 
Benefit 

Known cost to construct, existing design reviews, 
designed for Delta secondary 
Existing design reviews, existing fabrication 
quotes 
Existing designs, existing procurement 
paperwork, option for NiCAD for lower cost. 

~~ ~ 

Accelerometers Existing hardware, measures deployment 

Conclusions 
Unfortunately, rapid program changes are to be expected. The technologies developed under 

SEDSAT can be applied to other small satellite projects, and seem particularly well suited to small 
tether experiments. In particular, the technologies could be used on a expendable booster mission 
to experimentally test dangerous dynamic conditions and, hopefully, alleviate some of the concerns 
for manned space flight that arose during SEDS-3 planning. The tethered satellite framework is an 
interesting one for earth observing missions, and future experiments seem worthy. 
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The National Aeronautics and Space Administration (NASA) and, in particular, the Marshall 
Space Flight Center (MSFC) have played pivotal roles in the advancement of space exploration and 
space-related science and discovery since the early 1960’s. Many of the extraordinary 
accomplishments and advancements of NASA and MSFC have gone largely unheralded to the 
general public, though they often border on the miraculous. This lack of suitable and deserved 
announcement of these “miracles” seems to have occurred because NASA engineers and scientists 
are inclined to regard extraordinary accomplishment as a normal course of events. 

The goal in this project has been to determine an effective structure and mechanism for 
communicating to the general public the extent to which our investment in our US civilian space 
program, NASA, is, in fact, a very wise investment. The project has involved discerning 
important messages of truth which beg to be conveyed to the public. It also sought to identify 
MSFC personnel who are particularly effective as messengers or communicators. A third aspect of 
the project was to identi@ particular target audiences who would appreciate knowing the facts 
about their NASA investment. The intent is to incorporate the results into the formation of an 
effective, proactive MSFC speakers bureau. 

A corollary accomplishment for the summer was participation in the formation of an educational 
outreach program known as Nasa Ambassadors. Nasa Ambassadors are chosen from the 
participants in the various MSFC summer programs including: Summer Faculty Fellowship 
Program (SFFP), Science Teacher Enrichment Program (STEP), Community College Enrichment 
Program (CCEP), Joint Venture (JOVE) program, and the NASA Academy program. NASA 
Ambassadors agree to make pre-packaged NASA-related presentations to non-academic audiences 
in their home communities. The packaged presentations were created by a small cadre of 
participants from the 1996 MSFC summer programs, volunteering their time beyond their normal 
NASA summer research commitment. A total of eight presentations were created and made 
available for use by NASA Ambassadors. 

A major segment of the research effort during the summer has been devoted to verrfying and 
documenting certain “spinoff’ contributions of NASA technology and in determining their 
relevance and impact to our society and our nation’s economy. The purpose behind the 
verificatioddocumentation research has been to shed light on the question of whether or not our 
NASA investment is a wise investment. It has revealed that NASA is a wise investment. 
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INTRODUCTION 

In any organization, accomplishment deserves to be recognized and saluted. This is especially 
true when the accomplishments are of extraordinary value, such as might have led to major 
improvements in our national economy or the public’s standard of living. Since the creation of our 
U.S. civilian aerospace agency (NASA) in 1958 NASA scientists and engineers have been 
engaged in wide-ranging scientific research, exploration of new places and new ideas, and the 
discovery and development of new technologies. Many of these accomplishments and their 
ultimate applications have gone unheralded to the general public. 

The project discussed in this report represents an attempt by the author, a college professor and 
a member of the larger general public, to discover or utilize mechanisms suitable for transmitting 
information about our civilian aerospace program to that largely ill-informed or misinformed 
general public. 

One thesis of this report is that the public deserves to hear certain large messages about the 
civilian aerospace program. Those large messages include the following three: (1) NASA, our 
U.S. civilian aerospace program (hereafter simply referred to as our space program) is OUR 
PROGRAM. It is something in which each of the citizens of this country invests and in which 
each of us has reason to be interested in the results of that investment, (2) our space program is a 
FIRST-RATE BARGAIN, and it deserves to be recognized as such. American citizens 
deserve to know, in fact, how much they are investing in this program and weigh that against how 
much they are receiving back in return, and (3) in terms of the kind of scientific research and 
technological development for which our space program is noted, our space program is GOOD 
FOR US, and we NEED MORE OF IT. NOT LESS. 

paragraph, which need to be passed along to the public. Further, it sought to identify at the 
Marshall Space Flight Center those persons who could most effectively relate to the public those 
pertinent messages, and, finally, it proposed to identify examples of public audiences which could 
appreciate hearing the important messages. The final result is to lead to the creation of an effective 
speakers outreach program, utilizing Marshall personnel to execute the agency’s charter 
responsibility of informing and educating the public. 

While the project, as outlined above, progresses, though not yet nearly to the point of 
fulfillment, another parallel project, NASA AMBASSADORS, has been launched. NASA 
AMBASSADORS are volunteers selected from among the participants in the various MSFC 
summer programs, including: the Summer Faculty Fellowship Program (SF’FP), the C o m m ~ t y  
College Enrichment Program (CCEP), the Science Teachers Enrichment Program (STEP), the 
Joint Venture ( J O E )  program, and the NASA Academy student program. NASA 
AMBASSADORS agree to deliver pre-packaged presentations to public audiences at locations near 
their home institutions. The talks, amply supported with visual slides, were created by volunteers 
from among the summer program participants. The NASA AMBASSADORS program will be 
coordinated by the MSFC Office of Public Affairs. 

This project sought from the outset to identify messages, such as those outlined in the preceding 

Much of the effort €or this summer has been directed to performing interviews with NASA 
scientists, engineers, and contractors and to conducting research into printed materials and internet 
resources to ascertain links between N‘SA-developed technologies and products and services in 
use in our society. Special interest has been paid to documenting those “spin-offs” from NASA 
technology which are having largest measurable economic impact to American citizens. 

What follows, in order, is a discussion of the large messages relevant to our space program, a 
discussion of the NASA AMBASSADOR program, and a discussion of the research results 
gathered during the documenting of the transfer of NASA technologies into the public sector. 
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MESSAGES 

The first messape which needs to be emphasized to the public is the reminder that the U.S. 
civilian aerospace program is our program. It belongs to all U.S. citizens. They have a 
vested interest and many citizens have a desire to be included in the planning and dreaming that set 
the course for our space endeavors. Many U.S. citizens desire to be kept apprised of the progress 
and successes of our space program. They want to have a sense of ownership, inclusion, and 
participation. NASA personnel need to be conscious of this desire felt by many citizens and be 
eager to accommodate. NASA personnel need to actively combat any “us versus them” 
interpretation of the relationship between NASA and the general public. 

The second message that needs to be communicated effectively to the public is that our 
NASA investment is a bargain. Much of the public is poorly informed of the cost of NASA 
or the relative size of the NASA budget. Many find it difficult to relate to amounts expressed in 
millions, billions, or trillions of dollars - they are all just huge numbers. They also have a blurry 
misinterpretation of the costs of our civilian space program vis a vis our military space ventures. 
The majority of the public lacks a good grasp of the relative portion of the federal budget that is the 
NASA budget. They deserve to be informed that the 13.8 billion dollar NASA budget is about 
eight-tenths of one percent of the 1.6 trillion dollar federal budget. Stated another way, each US. 
citizen is investing approximately fourteen cents per day to operate our civilian space 
program, out of the $16.84 per day for all our government programs. More alarmingly, each 
U.S. citizen paid out $3.43 per day in interest payment on the national debt in fiscal year 1995. (or 
the equivalent of 24 NASA budgets, as some would express it, shoveled down the proverbial rat 
hole!). The total interest payment was 332 billion dollars (nearly a thousand million dollars Der 
d&). That number must be weighed against the 13.8 billion dollars spent on NASA this year. 

The other side of the ledger sheet for consideration of the “cost” of NASA is the dollar value of 
the “spin-offs” and space technology derivative products and techniques which have brought direct 
benefit to our national economy and to the health and safety of our population. Examples of space 
program “spin-offs” will be presented later in this report. 

The third messaFe that begs to be related is that the scientific research and technology 
development in which NASA has been engaged and has supported for years is good for us and 
our national economy. We need more of it, not less! Independent econometric studies by 
groups such as the Midwest Research Institute and the Chase Econometric Associates reveal that, 
over time, each dollar invested in scientific research and technology, such as that conducted by 
NASA, injects seven dollars back into the national economy. The federal taxes alone on the 
seven dollars more than pay back the original dollar invested! 

technologies and new ideas spawned by those new technologies sets the pattern for long-range 
growth in a nation’s economy. For example, Paul Romer, economics professor at Berkeley, 
Visiting Fellow of the Hoover Institution, and the Royal Bank Fellow of the Canadian Institute for 
Advanced Research is regardect by many as an economist who is “turning economics upside 
down” and is on a certain road to a Nobel Prize in economics as a leading spokesman for the 
“New Growth Theory” of economics. 

More and more modem economists are tuning in to the realization that the development of new 

Romer’s New Growth Theory asserts that economic growth depends largely upon technology, 
in addition to the traditionally accepted components of capital and labor. He regards technology as 
being endogenous, or an internal part, in an economic system. This contrasts with traditional 
economists’ views that technology is external, outside of the economic system, something that 
happens so randomly as to be considered merely serendipitous. Romer asserts in compelling 
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fashion that long-term economic growth is driven by new ideas. The new ideas derive from 
investments in scientific research, discovery, and technology. Thus the declaration relating to the 
science and technology of our space program, we need more of it, not less! 

NASA AMBASSADORS 

An idea, which is now being referred to as “NASA AMBASSADORS”, grew out of a 
voluntary effort put forth by several persons who participated in the MSFC summer educational 
programs. NASA Ambassadors will be persons selected from the various summer educational 
programs who will accept responsibility for making public presentations of pre-packaged talks, 
fully supported by visual materials, to audiences near their home institutions. The pre-packaged 
talks have been prepared by the group of volunteers during the summer of 1996. It is planned that 
more talks will be contributed during successive summers by other volunteers. The talks range in 
subject matter from general discussions of NASA contributions to society to specific areas of 
research being conducted in the laboratories at MSFC. A total of eight presentations were 
developed during the summer of 1996, with the author responsible for two. 

In the NASA AMBASSADOR agreement, NASA agrees to provide the presentation package, 
including both photographic slides and written explanatory material to accompany the slides. 
NASA undertakes to keep the talks updated and to notify the users of each package when new 
material to support the presentation is available. NASA also assures that a knowledgable NASA 
scientist or engineer can be contacted if the NASA AMBASSADOR has any questions about the 
material in the packages. NASA will offer some type of appropriate recognition for outstanding 
performance by NASA AMBASSADORS. 

NASA AMBASSADORS agree to give at least two presentations per year of each presentation 
package received. They also coordinate with the Office of Public Affairs at MSFC to report 
information regarding presentations, audiences, responses, etc. 

The presentations developed during the summer of 1996 include the following topics: 

1. “Rocket Ships” - The history of propulsion and NASA’s planned new propulsion 
systems. 

2. “Spacecraft Charging” - A discussion of the phenomenon of electrostatic charging 
of orbiting spacecraft, spurious results caused by the charging, and attempts to solve the problem. 

3. “Mars in Fact and Fiction” - A treatment of the science fiction and the science 
related to our neighboring planet. 

4. “NASA - The Place Where Miracles Happen” - A discussion of the spin-off 
benefits that have evolved from our space program. 

5. “To Lead, or Not to Lead, That is the Question!” - A validation of the 
scientific research and technological development engaged in by NASA and its value to our nation. 

6. “Extending Our Senses Beyond Our Reach - A discussion of the great Orbiting 
Space Observatories, with emphasis on the development and utilization of the Hubble Space 
Telescope. 

7. “Protein Crystal Growth” - A talk illustrating the marvelous science that is being 
done on the near-perfect protein crystals grown in the microgravity environment of the orbiting 
shuttle and its value to mankind. 

8. “The Blue Planet” - A talk on NASA’s initiative of directing its satellite and 
communications technology expertise toward the study the resources, environment, and weather 
patterns of our own planet. 
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TECHNOLOGY TRANSFER RESEARCH RESULTS 

Some of the most interesting time spent during the summer was devoted to verifying or 
corroborating information about various space program developments and spin-offs which seemed 
to have varying degrees of documentation supporting them. It was especially gratifying to 
discover links to products and services that have become integrated into our society’s usage to the 
extent that we often are not even aware of the relationship of its development from space 
technology. A couple of particularly striking examples will be presented. Another exciting 
discovery was an example of the present-day development of a valuable technology now in the 
process of emerging because of a collaboration between a far-sighted MSFC scientist and a private 
contractor. 

A link that was definitely corroborated by this research is the contribution of NASA technology 
to the compact disk industry. It began when NASA anticipated sending its space probes out into 
the solar system to photograph and send the photographic images back to earth. A NASA scientist 
at the Jet Propulsion Laboratory (JPL), 6. Solomon, and professor I.S. Reed collaborated to 
develop a method for digitally encoding the image information for telemetering to earth where it 
was then decoded to produce the photographs. Their invention came to be known as “Reed- 
Solomon Coding”. The code has the distinction of a clever error-correction capability. In 1982, 
some twenty-two years after its invention, the Reed-Solomon technique became the industry 
standard for the encoding of audio information on compact disks, thus launching the ubiquitous 
compact disk revolution throughout the world which continues today. Thus does a multi-billion 
dollar industry owe its flourishing existence largely to the contributions made by our space 
program. 

One more example of an exciting development from our space program which represents a 
major boon to the maintenance of our nation’s health is a new, advanced breast biopsy imaging 
system. It owes its availability to the technology created for one of NASA’s more notable 
“failures”. The reference here is to the Hubble Space Telescope (HST), initially greeted with some 
levels of scorn and derision &er its launch, as it was learned that it suffered a little from a “vision” 
problem - a vision problem which was soon corrected on a subsequent mission. Admittedly, the 
American public invested quite a large sum of money (more than two billion dollars) into the 
planning and creation of this truly remarkable instrument. This is proving to be one of the wisest 
investments ever made into a reputed “failure”. Oh, that all our failures could be of this magnitude. 

A special device, known as a Charge-Coupled Device, or CCD for short, was designed to 
capture in a digital manner the images viewed by the HST. This was an especially high resolution 
imaging system that permitted the HST to send back the examples of breath-taking images of our 
Universe which we would never have had the opportunity to view otherwise. The CCD imaging 
system has “spun off’ into the development, by the Lorad Corporation, of the Advanced Breast 
Imaging Biopsy System. 

The new system permits the imaging and precise locating of very tiny tumors which can be 
immediately subjected to a biopsy examination by the insertion of a needle. The new technique, 
still in its infancy of application, allows the procedure to be conducted in a physician’s office with 
the patient under local anesthesia. It requires little time, causes little scarring, pain, and trauma, 
and the healing from the biopsy is almost immediate. The procedure costs about $850. That is to 
be contrasted with the traditional biopsy procedure which requires days of hospitalization, an 
invasive surgical removal of the biopsy sample with the concomitant pain, trauma, and healing time 
requirement, and a typical cost in the $4ooo range. 

Different estimates found by this author of the number of breast biopsy procedures conducted in 
this country range from 500,000 to 800,000 per year, with some ninety percent of them candidates 
for the new, advanced HST-technology-derived system. A simple mathematical calculation with 
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the preceding data quickly reveals that the potential savings for our nation’s health costs from 
the full implementation of this single spin-off is approximately 1.5 billion dollars per year! 
That means, therefore, that the entire amount our nation has invested in the Hubble Space 
Telescope “failure” can be recouped in less than two years from this one space program 
spin-off. It is evidence such the two preceding examples which serve to convince that our space 
program investment is a wise investment and should be continued, even accelerated. 

The example of the emerging technology happening currently is resulting from a “marriage” 
between the valuable protein crystal research being conducted by Dr. Dan Carter in his MSFC 
laboratory and a new x-ray focusing device created by a NASA contractor, Dr. Walter Gibson. 
The new x-ray focusing technology reduces the time required for establishing the molecular 
structure of important protein crystals, brought back to the laboratory after being grown in a 
microgravity environment aboard the shuttle, by approximately two orders of magnitude from a 
nominal two weeks to a mere two hours! The immediate and obvious benefit is that it 
speeds up Dr. Carter’s research into determining the causes and possible cures of one of the 
world’s deadliest killer diseases, schistosomiasis. The other huge benefit to society will come 
because the applications of the x-ray focusing technique will find immediate application in every 
comer of this nation’s medical community where x-ray machines are operated for diagnostic and 
therapeutic purposes. The author predicts that this technology is destined to provide a major 
advancement in the usefulness and application of x-rays in the medical arts. 
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Introduction 

propulsion system be reusable, have long life, with good performance and use low cost 
propellants. Improved performance can be achieved by operating the engine at higher 
pressure and temperature levels than previous designs. Increasing the chamber pressure 
and temperature, however, will increase wall heating rates. This necessitates the need for 
active cooling methods such as film cooling or transpiration cooling. But active cooling 
can reduce the net thrust of the engine and add considerably to the design complexity. 
Recently, a metal drawing process has been patented where it is possible to fabricate 
plates with very small holes with high uniformity with a closely specified porosity. Such 
a metal plate could be used for an inexpensive transpiratiodfilm cooled liner to meet the 
demands of advanced reusable rocket engines, if coolant mass flow rates could be 
controlled to satisfy wall cooling requirements and performance. The present study 
investigates the possibility pf controlling the coolant mass flow rate through the porous 
material by simple non-active fluid dynamic means. The coolant will be supplied to the 
porous material by series of constant geometry slots machined on the exterior of the 
engine. 

The development of a low cost space transportation system requires that the 

Numerical Analysis 

First, the flow through the rectangular slot on the exterior of the engine will be 
discussed. The flow was assumed to be one dimensional and adiabatic in a constant area 
duct with friction. Starting with a differential control volume with a constant area cross- 
section, the equation for the conservation of mass is as follows: 

pV = ( p  + dp)(V + d V )  (1) 
where p is the density and V is the velocity. Neglecting higher order terms gives; 

From conservation of energy the following equation is obtained; 

V 2  (V+dV)2 
2 2 

h+- = h+dh+ 

where h is the enthalpy. Neglecting higher order terms gives; 

VdV = -dh 

With the continuity equation given by eq (2), this expression becomes; 

(3) 
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Now to investigate the linear momentum equation. From a summation of forces on the 
control volume the following expression results; 

PA - z ,  A,, - ( p  + dp)A  = m(V + dV - V )  

or 

z ,  A,, - dpA = mdV (6) 

where z, is the wall shear stress, A is the duct cross-section area, p is the pressure and rn 
is the mass flow rate. Now the wall shear stress can be expressed as; 

fPV2  z ,= -  
8 (7) 

where f is the Darcy friction factor. Combining eqs (6) and (7) gives the following; 

fpv2 + 

8A A 
- d p =  

The wetted duct area can be expressed as; 

Awe, = P w h  

where P, is the wetted perimeter of the duct. Defining the hydraulic diameter as; 

4 A  
DH=- 

Pw 

and substituting this expression along with eq (9) into eq (8) gives; 

For a rectangular cross-section the hydraulic diameter is given by 

2bH 
DH=- 

b + H  

(9) 

where b is the slot base dimension and H is the slot height. For the circular duct the 
hydraulic diameter is the duct diameter. 

the flow field. Two issues must be addressed however. First, the thermodynamic 
Equations (2), (5),  and (1 1) represent a set of equations which can be used to describe 
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properties of the working fluid are required. For the current problem, the coolant fluid is 
liquid hydrogen and a computer program was developed to produce the thermodynamic 
properties. Second, the problem is non-linear, therefore an iterative solution is required 
to obtain the flow field where the coefficients are lagged to linearize the problem. A 
space marching technique will be utilized for the solution. 

The solution technique is as follows: 
1. 

2. 

3. 
4. 

5.  
6. 
7. 
8. 

9. 

The inlet mass flow rate, pressure and temperature, along with the slot 
dimensions are specified. 
The inlet thermodynamic properties, velocity, Reynolds number and friction 
factor are calculated. 
The change in velocity at the first section is guessed. 
From the continuity equation, eq (2), the density change is calculated based on 
the guessed velocity change. 
The average density for the control volume is calculated. 
The momentum equation, eq (1 l), is used to calculate the pressure. 
The energy equation, eq (4) is used to update the enthalpy. 
Based on the updated pressure and enthalpy, the thermodynamic property 
subroutine is used to update the density. 
The relative change in the pressure is calculated and if below a specified 
tolerance the thermodynamic properties are updated and the calculation 
proceeds to the next axial location where the procedure is repeated. If the 
relative change in the pressure is not below the specified tolerance, steps 3-9 
are repeated. 

For the cooling flow through the constant diameter circular ducts into the engine gas 
path, a similar analysis is performed. However, the upstream and downstream boundary 
conditions are changed. Rather than specify the inlet mass flow rate and calculate the exit 
pressure, as in the rectangular exterior slot, the inlet pressure is specified from the 
rectangular slot flow field calculation and the inlet velocity is guessed. The calculation 
procedure previously discussed is implemented and the exit pressure into the engine gas 
path is calculated. This pressure must match the pressure at the appropriate location in 
the engine gas path. If it does not, the inlet velocity is changed and the calculation is 
repeated. This is continued until the pressure at the circular duct exit matches the 
pressure in the engine gas path within a specified tolerance. At this point the cooling 
mass flow rate through the circular duct is calculated. 

Results 

First, the engine external slot to transport the liquid hydrogen to various engine gas 
path locations was analyzed. Figure 1 gives the resulting slot pressure distribution for 
various rectangular slot heighuwidth ratios. It is clearly seen that as the slot widthheight 
ratio or aspect ratio is increased for the same slot width that the pressure drop in the duct 
increases. This will have a marked effect on the coolant mass flow rate in the engine gas 
path through the porous wall liner. Figures 2-4 give the circular hole velocity distribution 
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for the porous wall liner for various hole diameters at a mid-combustion chamber 
location. The inlet boundary condition for the hole is the pressure set by the exterior 
rectangular duct location. The exit boundary condition is the pressure set by the engine 
gas path. It is clearly seen that for a specified hole diameter that as the rectangular slot 
aspect ratio increases, the velocity magnitude in the circular hole decreases. This will 
have a marked effect on the coolant mass flow rate into the engine gas path. Further, 
from figures 2-4 it is seen that as the hole diameter is increased for a set exterior slot 
aspect ratio that the duct velocity increases. Increased duct velocity along with increased 
flow cross-sectional area, caused significant increases of coolant mass flow rate into the 
gas path. 

Figures 5- 7 give the circular hole velocity distributions as a function of exterior slot 
aspect ratio for various hole diameters at the nozzle throat location. As before, increasing 
slot aspect ratio decreased the velocity in the circular hole, while increasing hole 
diameter increased the hole velocity. Further, the velocity magnitude has increased in 
comparison to the similar geometry for the combustion chamber location. Similar trends 
were observed for other downstream gas path locations. 

Conclusions and Recommendations 

For the exterior rectangular slot, the duct pressure drop increased as the slot aspect 
increased. As slot aspect ratio is increased, the duct surface aredcross-section area 
increases causing the effect of wall friction on the flow to increase. This results in a 
higher pressure drop due to friction. For the circular holes in the porous wall liner 
providing the coolant passage from the rectangular exterior slot to engine gas path, the 
exterior slot aspect ratio had a marked effect on the magnitude of the hole velocity 
distribution. As the rectangular slot aspect ratio is increased the duct pressure drops. 
Therefore, for a fixed engine gas path location which fixes the circular hole exit pressure, 
increasing slot aspect ratio will decrease the hole inlet pressure. Decreasing the inlet 
pressure for a fixed exit pressure will decrease the inlet velocity and therefore the coolant 
mass flow rate. Increasing the hole diameter increases flow cross sectional area and for a 
fixed exterior duct aspect ratio increased the circular hole inlet velocity. This results in a 
substantial increase in the coolant mass flow rate since for fixed inlet density, both the 
velocity and flow area increased. The reason for the increased duct velocity is due to the 
decreased wall surface aredflow cross-sectional area which reduces the effects of friction 
and a larger percentage of the hole pressure drop(which is fixed) can be associated with a 
velocity increase. 

porous wall circular hole diameter can result in a large variation of the coolant mass flow 
rate. Therefore, proper selection of the wall coolant circuit geometry could result in an 
inexpensive and effective wall cooling scheme for a re-usable launch vehicle engine. To 
obtain the correct coolant passage geometry, a detailed computational study is required to 
define the cooling requirements and assess the effect of coolant injection on overall 
engine performance. This will require the solution of the three-dimensional compressible 
turbulent Navier-Stokes equations with combustion to define the interaction between the 
coolant flow the the main engine gas path. 

It is seen that the coolant passage geometry, i.e. exterior duct aspect ratio and 
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Deseri ption 

Molecular forces, such as electrostatic, hydrophobic, van der Waals and steric forces, are 
known to be important in determining protein interactions. These forces are affected by the 
solution conditions and changing the pH, temperature or the ionic strength of the solution can 
sharply affect protein interactions. Several investigations of protein crystallization have shown that 
this pmess is also strongly dependent on solution conditions. As the ionic stFength of the solution 
is increased, the initially soluble protein may either crystallize or form an amorphous precipitate at 
high ionic strengths [ 11. Studies done on the model protein hen egg white lysozyme have shown 
that different crystal forms can be easily and reproducibly obtained, depending primarily on the 
anion used to desolubilize the protein [2-41. 

More recent systematic investigations of the effect of various salt ions on the solubility of 
lysozyme also showed that the more chaotropic anions were more effective in crystallizing 
lysozyme 15-71. Thus, the more chaotropic thiocyanate ion was shown to be far more effective in 
crystallizing lysozyme than the less chaotropic chloride ion. There also seems to be a correlation 
between the crystal form obtained and the relative chaotropicity of the solution resulting from the 
anion used for lysozyme crystallization. The less chaotropic anions, such chloride, bromide, 
sulfate, phosphate and acetate produced tetragonal crystals. The more chaotropic iodide, 
thiocyanate and organic anions produced monoclinic crystals [3,5]. Alcohols, which are also 
known to be chaotropic agents, can crystallize proteins with methyl pentane diol being a widely 
used crystallizing agent [8j. Propanol produces monoclinic crystals of lysozyme [9]. These 
results suggest that decreasing the hydrophobic force with chaottopic agents promotes protein 
crystallization and may also contribute to the appearance of multiple crystal forms for a protein. 

Although these and other results have shown the effect of electrostatic and hydrophobic 
forces in protein crystallization, attempts at explaining their role in the process have been less 
successful. The traditional explanation used for the desolubilization of proteins is the salting-out 
effect [lo]. In this theory the solvent ions are assumed to strip water molecules from the hydration 
layer surrounding the protein, with protein aggregation and desolubilization following due to 
hydrophobic attraction. The effectiveness of ions for this process is supposed to follow the 
Hofmeister series, with the less chaotropic ions being more effective in desolubilizing the protein. 
Colloidal aggregation has also been suggested as the mechanism for protein crystallization [ 11-13]. 
Ri&s-Kautt and Ducruix [6] proposed an "ion-pairing" argument, whereby counterion binding was 
assumed to neutralize the charged protein molecule after which aggregation leading to 
crystallization may take place due to the hydrophobic interactions. Thus, all proposed explanations 
to date have been based on hydrophobicity-driven mechanisms. However, as discussed above, 
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lysozyme crystallization follows the reverse of the Hofmeister series, with decreases in the 
hydrophobic attraction by chaotropic agents promoting crystallization. Consequently, it seems 
unlikely that crystallization proceeds by hydmphobicity-driven mechanisms. 

Another difficulty is in quantifying the effect of anions on the solution. So far 
chaompicity of anions has only been measured indirectly, by their effect on the desolubilization of 
proteins (Melander & Horvath). However, in recent years fluorescence spectroscopy has emerged 
as a sensitive technique for monitoring such molecular processes. Several fluorescent probes that 
are sensitive to the hy&ophobcity/hydmphilicity of aqueous environments ~IE now available. One 
such probe pyranine (8-hydroxy- 1,3,6-pyrenetrisulfonate) has been successfully employed to 
follow the structure of water as the concentration of sucrose is increased fiom zero to the saturation 
point and beyond [14,15]. The increasing sucrose concentration was shown to progressively 
disrupt the bulk water networks in this manner. 

In this study we employ pyranine to probe the effect of various anions on the water 
structure. Additionally, lysozyme crystallization was carried out at these conditions and the crystal 
form was determined by X-ray crystallography. The goal of the study was to understand the 
physico-chemical basis for the effect of changing the anion concentration on the equilibrium form 
of lysozyme crystals. It will also verify the hypothesis that the anions, by altering the bulk water 
structure in the crystallizing solutions, alter the surface energy of the between the crystal faces and 
the solution and, consequently, the equilibrium form of the crystals 1161. 
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Accurate prediction of all physical phenomena in a combustion chamber is essential for 
better understanding of the system performance. Atomization, evaporation, combustion, 
chemical kinetics, and turbulence are those processes of great importance that need to be 
well understood. Processes involving the liquid phase in a combustion chamber will be 
fbrther complicated under supercritical conditions. More advanced and accurate numerical 
techniques are required to extend our understanding of the above phenomena. A computer 
program for multi-species/multi-phase flow was developed for NASA/MSFC in 1992. 
This code, called Liquid Thrust Chamber Performance (LTCP) program takes an Eulerian- 
Eulerian approach and is based on the Total Variation Diminishing (TVD) technique with 
Lax-Friedrichs upwind method. Under the NASNASEE SFFP the LTCP code was used 
to predict the performance characteristics of several engines that were of particular 
interest to NASA. This code was also successfbl in a combustion detonation study. 
Converting the program to the PC platform was accomplished which extends usability and 
makes it available to a wider range of users. The Eulerian formulation of the liquid phase 
provides a suitable model that can be extended to include combustion modeling under 
supercritical conditions. The results have been compared against the ones of other codes 
and available measured data. The algorithm proved to be robust and efficient for problems 
with stiff source terms. 

1.0 INTRODUCTION 

Since the inception of Computational Fluid Dynamics (CFD), enormous effort has been 
directed toward developing an efficient and robust algorithm for stiff systems. In spite of 
impressive progress in these developments for pure substances, solving the coupled 
equations for multi-phase systems with stiff interphase interaction and chemical reactions 
still remains a challenge. 

Most CFD solutions for such systems are obtained by ad hoc methods that deviate 
fi-om the actual problem in hand, either by introducing unfounded assumptions or over- 
simphfjmg the governing equations. Some CFD codes separate the species continuity 
equations from the rest of the conservation equations, which yield an overdamped or 
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unstable system. To overcome the stability problem, an excessive damping is fiequently 
introduced in the equations which can potentially generate a non-physical solution. Some 
CFD codes that are designed for two phase flows “minimize” the number of source terms 
that represent the inter-phase interaction. These terms will cause momentum and energy 
“spikes” which can trigger instability. Most of the Navier-Stokes (NS) solvers do not have 
a comprehensive chemical reaction mechanism to allow for the evaporation of &el and/or 
oxidizer droplets, which permits them to proceed with the chemical kinetics to generate 
combustion products. In other words, they assume that the droplets in the gaseous phase 
immediately react and reach an equilibrium state. 

The LTCP code was developed under a NASA/MSFC contract based on the 
philosophy of “minimizing” the formulation “compromises”. As a consequence all the 
inter-phase interaction terms are included. The evaporation models and Mly-coupled finite 
rate chemistry permit the proper combustion modeling. The Eulerian approach was 
selected for the liquid phase to make the code suitable for dense spray combustion 
simulation. 

2.0 MATHEMATICAL FORMULATION 

The governing equations for the gas and liquid phases are given in Reference (1). Due 
to their extent and complexity, they will not be repeated here. The species 
productioddestruction terms resulting from chemical reaction and evaporation are all 
included in the source term. It should be mentioned that in an Eulerian framework a 
“continuity” equation for the droplet radius change must also be contemplated. Some 
researchers2 have chosen to solve the equation for the droplet radius change in a 
Lagrangian framework to avoid singularities which will be caused by very small droplets. 

3.0 NUMERICAL MODEL 

The conservation equations are linearized with respect to the following vector: 

where PFCNP, with P being the static pressure, and C’s are species mass fiaction. PN 
is referred to as “pseudo partial pressure”. The significance of using the above vector is in 
achieving robustness for flows at “all speeds”. That means the solver must be equally 
efficient for low speed as well as supersonic speed. For the droplet phase this vector has 
the following form: 

The Total Variation Diminishing (TVD)3y4 method is used to evaluate the fluxes for the 
left and right states. The Lax-Friedrich~~>~ (LF) upwind technique is used in combination 
with TVD. The Steger-War~ning’.~ flux splitting is employed for the droplet phase 

mvm-2 



equations. The details of the chemistry and evaporation model can be found in Reference 
(1). 

4.0 TEST CASES AND DISCUSSION 

Numerous test cases of interest to NASA were considered. From the many studies 
conducted in our research effort, some selected results for three testcases are presented, 
and the remaining ones are tabulated in Table 1. More pertaining information can be 
obtained from Mr. Klaus W. Gross at NASA/MSFC. 

Table 1 Test Case Matrix 

Single Injector with Wall Cooling U = 656 Rhec 

U = 50 Wsec 

*Pc and Tc are respectively chamber pressure and temperature, O/F or MR (mixture ratio) the 
oxidizer/fiel mass flow rate ratios. N is the number density per cubic centimeter, D is the initial droplet 
diameter 

Figures 1 through 4 show the results consisting of temperature and species contours for 
the testcase 5. It can be seen that hydrogen and oxygen start to react after a short distance 
downstream of the injector. The flame is concentrated at the hydrogen and oxygen 
interface. This testcase was selected fiom Reference 5, where flow measurements and 
visual data information are available. 

Figures 5 through 8 demonstrate the Mach number, Temperature, and some selected 
species contours for the premixed FWl/LOX testcase No. 6. Both liquids enter the 
combustion chamber in form of droplets. A total of 22 species were considered for the 
finite rate chemistry. It appears that after a short distance fiom the injector face an 
spontaneous combustion occurs which is attributed to the chemical reactions. Therefore, 
the temperature rises and due to these rapid changes a pressure wave is generated. One of 



the disadvantages of hydrocarbon based kels are the amount of carbon monoxide that is 
generated by the combustion process. At fairly “high” mixture ratios 02.0)  the possibility 
of soot production is reduced considerably, therefore, our model did not account for a 
soot formation mechanism. However, the model is quite capable of such modeling. 

Figures 9 shows six time snapshots of the pressure field as a detonation pulse wave 
propagates in a duct. For this test case a total of Si species and eight step chemical 
reactions were considered. Figure 10 demonstrates the pressure variation as a fbnction of 
distance along the length of the channel. A peak pressure of about 290 psia was observed. 
Figure 11 shows the pressure and temperature history on the center of the left wall. 
Initially, the temperature is suddenly raised to 5400 ”R while the pressure is at 14.7 psia. 
However, after a very short time the pressure starts to rise and at the same time the 
temperature will increase in an attempt to reach to the adiabatic flame temperature. 

5.0 CONCLUSION 

The results of this research effort demonstrated that the TVD-LF algorithm is robust 
and efficient in treating problems with stiff source terms. The Eulerian formulation for the 
droplet phase was suitable for dense spray combustion and the numerical difficulties were 
overcome by a fully coupled approach and an implicit Steger-Warming algorithm. Further 
work is necessary to enhance the capabilities of the LTCP code. The “pseudo time 
accurate” option of the LTCP code for detonation or ignition studies should be upgraded 
to a “true time accurate” solution. The higher-order terms for computation of the 
aeroacoustics must be included in the code for better capturing of the primary pressure 
wave and some of the harmonics. A fourth-order accurate methos in space and time, is 
recommended to perform such studies. 
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1. Introduction 
Wind measurement from space can provide critical data for understanding weather patterns 

and large-scale storm phenomena. An instrument of providin such measurements is currently 

coherent lidar system operating at a wavelength of 2.06 pm in order to achieve decreased weight, 
size, and cost compared to systems operating at longer wavelengths, and it is being developed to 
be compatible with the capabilities of small satellites. 

under development at NASA's Marshall Space Flight Center. F The instrument utilizes a pulsed 

A key aspect of such an orbital lidar system is that the beam must be conically scanned after 
it exits the final beam expansion telescope. Previous work indicates that the aperture of the beam 
expansion telescope should be 50 cm with a scanner half-angle of 30" and a rotation rate of 10 
RPM.'*2 Such a scanner is illustrated in Fig. 1, in which a beam deflection element is rotated to 
achieve the conical scan. The critical requirements for the beam scanning element include a 50 cm 
aperture, an induced wavefront error of less than U10, and high efficiency deflection (Le., 95+ % 
of the incident light is deflected). 

This report is intended to provide a brief overview and discussion of potential technologies 
for space-borne laser radar (lidar) beam scanning. 

2. Scanner Approaches 

2.1 Prism Beam Scanner 
The most straightforward method of achieving the beam deflection function is to simply use 

a prism as illustrated in Fig. 2. The prism material should have a high refractive index to minimize 
the wedge angle of the prism and hence the prism's volume and weight. This necessitates a mate- 
rial such as germanium (wedge angle -9" to achieve a 30" beam deflection). However, it is diffi- 
cult to grow germanium crystals of the requisite size to provide a 50 cm prism aperture. In 
addition, the mass of such an element is substantial. For example, using a 6:l diameter to thick- 
ness rule, the mass would be 275 Ib. Using a more aggressive 1 5 1  rule the mass is reduced to a 

\ I  
\ I  
v 

Figure 1. Schematic representation of rotating con- 
ical beam scanner. 
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Figure 2. Simple prism beam scanner. 

DOE - Substrate 

Figure 3. Schematic representation of a DOE 
beam scanner. 

still hefty 160 lb. A further drawback of the prism approach is its asymmetric mass distribution, 
which complicates balancing the spacecraft dynamics. 

2.2 DOE Approaches 
A potentially attractive alternative to the prism approach is to use a very thin diffractive 

optical element (DOE) on top of a lightweight transparent substrate as illustrated in Fig. 3. The 
DOE would perform the 30’ beam deflection function, while the substrate could be made from a 
low index material such as fused silica. Using the 6:l rule for the substrate, the mass of the ele- 
ment would be 95 Ib (a factor of three less than the corresponding Germanium prism case), while 
a 15:l rule yields a mass of 38 lb (a factor of four improvement). A further advantage is that the 
element’s mass is symmetrically distributed about its rotational axis. 

2.3 Volume Diffraction Grating 
As illustrated in Fig. 4, a volume diffraction grating is an attractive DOE technology 

because of the potentially high diffraction efficiency that can be achieved. Candidate volume 
holographic materials include dichromated gelatin, silver halide photographic emulsions, and 
DuPont’s holographic photopolymer. The DuPont photopolymer is particularly attractive because 
of its dry development process and its availability in thicknesses suitable to achieve high diffac- 
tion efficiency. Based on preliminary experiments at a wavelength of 2.06 ym with 10 ym thick 
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Figure 4. Volume diffraction grating beam scanner. 
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Figure 5. Schematic diagram of a blazed grating. 

photopolymer samples, nearly 100% diffraction efficiency should be achievable with 70 prn thick 
films. Further issues that need addressed include film shrinkage, availability of large exposure 
optics, polarization sensitivity, and uniformity. 

2.4 Blazed Grating 
Another attractive high efficiency DOE technology is that of blazed gratings. As illustrated 

in Fig. 5, a blazed grating is a surface relief profile that is etched into the substrate. By an appro- 
priate choice of blaze angle for a given grating period, A, the diffraction efficiency into the +1 
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Figure 6. Multilevel diffractive optical element. 

Table 1. Multilevel DOE DE and mini- 
mum feature size for a given number of 
phase levels 

order can be nearly 100%. However, we have yet to locate a vendor who is able to fabricate such 
a structure over a 50 cm aperture with the required feature size and uniformity. 

2.5 Multilevel DOE 
As illustrated in Fig. 6, one can approximate the surface relief profile of a blazed grating 

through the use of a multilevel diffractive optical element. Such profiles are fabricated using a 
repeated photolithographic patterning and etch process. To achieve large diffraction effidencies 
(the column labeled DE in Table l), the number of phase levels in the surface relief profile needs 
to be relatively large. For example, 16 phase levels are required to achieve 99% diffraction effi- 
ciency. However, the minimum feature size in this case is 0.26 pm, which is too small to fabricate 
and align over the large area required for this project. Multilevel DOE’S are therefore not an 
option. 
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3. Summary 
There are compelling reasons to look at DOE beam deflection technologies to replace a 

heavy prism element for conical beam scanning in space-borne 2.06 prn lidar wind measurement 
systems. Due to its simplicity, the most attractive DOE technology is that of blazed gratings. 
Since the fabrication of such an element is uncertain at this point, other alternatives are being 
explored, including volume diffraction gratings and other novel structures that are not discussed 
in this brief report. 
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Introduction 

Initial focusing segmented mirrors that must be deployed in space, such as the Next 
Generation Space Telescope (NGST), provide challenges not faced before in the area of adaptive 
optics. The devices used to focus the mirror must minimize the power used and unnecessary 
mechanical movement. The device described in this report requires no movable parts except for 
the essential actuators required to move the mirror segments. Detail description of the 
components can be found in Coker, 1996. 

The primary mirror of the NGST will consist of 9 segments, a central annular segment, 
surrounded by 8 segments. The entire mirror assembly will be an 8 meter nearly filled circle 
(with the comers of the segments clipped to allow for storage in an Atlas IIe shroud). As the 
segments of the primary mirror are deployed to their operational positions, they must be 
positioned to within small fractions of a wavelength of near infrared light. When focused, the 
NGST will put most of its collected light into the small region near the center of its focal plane. 
The ratio of the total light in the diffraction limited spot about the center of the focal plane to the 
total light in the focal plane. The purpose of this research effort is to design and build a device 
that will measure Strehl ratio and to use demonstrate that the Strehl ratio can be used to focus a 
segmented mirror. 

Initial Strehl ratio meter 

The Strehl ratio meter consists of a computer controllable Liquid Crystal display (LCD) 
and a lateral effect diode (LED). The 128 by 128 pixels of the LCD can be independently set of 
various shades of gray from nearly clear to nearly opaque. The LED is a silicon based device that 
is square, it produces 4 currents, each current is proportional position of the centroid of the beam 
that strikes the LED. These 4 currents can be used to compute the coordinates of the centroid of 
the beam that strikes the LED as well as the total intensity of the light striking the LED. To 
determine the Strehl ratio: first, measure the intensity of light on the LED while the LCD is clear; 
second, measure the intensity of the light on the LED while the LCD is nearly opaque except at 
the center, where it is nearly clear. The ratio of these two is the Strehl ratio: 

I d s  

IT  
SR =- 

Control System 

The Strehl ratio meter described in the previous paragraph can be used to help focus a 
segmented mirror in the following way. While the LCD is clear, the centroid of the beam is a 
measure of the x-tip and y-tip of the composite mirror. Sequentially adjusting the x-tip and y-tip 
of the various segments, the centroid can be centered. Further, intensity of the light striking the 
LED with the LCD opaque except near the center is a measure of how well the composite mirror 
is focused. Further adjusting the x-tip, y-tip, and piston of the segments can improve the focus. 
Improving the focus probabIy will move the centroid off center requiring further adjustment of x- 
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tips and y-tips. Cycling through this process will produce a focused mirror. 

Simplified Strehl ratio meter 

The Strehl ratio meter described in the previous paragraph can be simplified by replacing 
the programmable LCD by a single passive mask that is clear at its center and partially 
transmissive elsewhere. This still provides a measure of the centroid of the beam (though not so 
simply related to the x-tip and y-tip of the composite mirror) and does not require the 
computation of the ratio. The x-tips, y-tips and pistons of the segments can be adjusted to center 
the centroid and to maximize the amount of light in the central clear area of the mask. Once 
maximized, the mirror is focused to extent allowed by the measurement and the optics. The 
passive mask could be a pellicle with small hole burned in it at its center. 

Summer 1996 project. To Design, build and test the Strehl ratio meter first described. To 
use the Strehl ratio meter to focus a two mirror composite mirror in y-tip only. To design, build, 
and test the simplified Strehl ratio meter using an LCD with gray level capability. 

The pixeI size of the LVGA Smartslide, liquid crystal display must be matched to the 
diffraction limited spot size of the NGST beam. The LVGA Smartslide has a pixel that is 24 
microns on a side. The radius of the cross section of the ideal Airy pattern for the proposed 
NGST is 

=24.4microns hZ 
I 8 

2 * 1 0 -6 * 80 
Yo= 1.22- = 1.22 

where 3t is the wavelength, z is the focal length, and I is the aperture diameter. The commercially 
available liquid crystal display has a pixel size that is closely matched to the radius of the most 
ideal Airy pattern for a mirror with the geometry of the NGST instrument. 

Experimental Results 

The moveable mirror caused a beam to traverse the mask-sensor system while the 
stationary mirror was aimed at the transparent portion of the mask. The output of the sensor was 
signal conditioned and the data recorded by a data acquisition system that was triggered by the 
intensity going high. 

b Black Mask This produced a significant hump while both beams illuminated the 
transparent portion of the mask. The position was approximately linear. 

b Clear Mask The was a completely clear mask. The intensity was approximately 
constant, while the position was approximately linear as would be expected. 

b Other Masks As the transmissivity went down the hump associated with the transparent 
portion of the mask became more pronounced. The position was nearly linear in all cases 
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HeNe Laser 

Top View 

Rotating Mirror ::: 

Figure I ,  Basic setup for  the strehl meter 

and almost indistinguishable one from the other. 

Other optical measurements 
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Conceptually, several other optical measurements can be performed by the combination 
of the programmable LCD display and the LED. These include: 

e 

0 

b 

x-tip, y-tip as discussed before. See pg 126 of Tyson. 

Foucoult knife edge test for focus: see pg. 134 of Tyson. The LCD can be programmed 
to opaque in its lower (or left) region. The edge can travel up the LCD and the effect on 
the LED observed. This will determine if the optical system is focusing in front of, or 
behind, the mask. 

Direct determination of tips and pistons for NGST Assuming rigid segments, the 
NGST consists of 9 segments, each is described by three parmeters (x-tip, y-tip, and 
piston). There are, therefore, 27 parameters that describe the mirror. To determine these 
27 parameters, requires at least 27 measurements. Once these 27 parameters are known, 
the corrective action can be taken to adjust them to produce optimal optical performance. 
The LCD mask can be programmed to obtain 27 measurements in many ways, statically, 
or sequentially. By statically, I mean that the 27 measurements could be obtained without 
moving the optics. By sequentially, I mean that the 27 measurements could be taken 
before and after moving the segments to partially compensate for the unfocused, 
uncentered image. 

Statically: By measuring the intensity and centroid on the LED when the sensor masks 
various areas, and comparing these to the theoretically predicted intensities and centroids. 
Each measurement would produce three measured quantities and therefore it would 
require 9 measurements. 

Sequentially: By working backward from the effect of various changes in the parameters, 
it should be possible to determine the parameter values that were in effect at the 
beginning of the process. Redoing the changes from these initial values will determine 
the current values of the parameters. Knowways to build on the this work. It includes: 

To investigate, theoretically and experimentally, the usefulness of the S trehl ratio meter 
as a sensing element in an adaptive optics system. 

To investigate, theoretically and experimentally, the usefulness of the other optical build 
on the this work. It includes: 

To investigate, theoretically and experimentally, the usefulness of the Strehl ratio meter 
as a sensing element in an adaptive optics system. 

To investigate, theoretically and experimentally, the usefulness of the other optical 
measurements. 

Conclusions 
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A sensor composed of a liquid crystal display that is computer controllable and a lateral 
effect diode can be used to measure the Strehl ratio of an optical device such as NGST. A 
simplified sensor can be constructed from a passive mask that is clear in the diffraction limited 
spot, and is partially transmissive elsewhere. Such a simplified device might be preferable since 
it could operate below 0°C. 

Additional optical sensors seem to be constructable from the computer controllable liquid 
crystal display and the lateral effect diode. 
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INTRODUCTION 

Experimentally, many of the functions of electrical circuits have been demonstrated 
using optical circuits and, in theory, all of these functions may be accomplished using optical 
devices made of nonlinear optical materials(1-5). Actual construction of nonlinear optical 
devices is one of the most active areas in all optical research being done at this instant(6-11). 

Physical vapor transport (PVT) is a promising technique for production of thin films of 
a variety of organic and inorganic materials. Film optical quality, orientation of microcrystals, 
and thickness depends critically on type of material, pressue of buffer gas and temperature of 
deposition. An important but understudied influence on film characteristics is the effect of 
gravity-driven bouancy. Frazier, Hung, Paley, Perm and Long (12) have recently reported a 
mathematical modelling of the vapor deposition process and tested the predictions of the model 
on the thickness of films grown by PVT of 6-(2-methyl-4-nitroanilino)-2,4-hexadiyn-l-ol 
@AMNA*) 

In an historic experiment, Debe, et. al. (13,14) offered definitive proof that copper 
phthalocyanine films grown in a low gravity environment are denser and more ordered than 
those grown at 1 g. This work seeks to determine the influence on film quality of gravity driven 
bouancy in the low pressure PVT film growth of metal-gee phthalocyanine. 

EXPERIMENTAL 

The vapor deposition cell used in this work is illustrated in Figure 1 below. 

VAPOR DEPOSITION APPARATUS 

FIGURE 1 
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The "top" segment of the cell contains the cold fkger on which the quartz substrate is 
mounted. The phthalocyanine is contained in a heated graphite crucible located in the 
"bottom" segment. The cell is mounted inside the vacuum chamber by attachment through a 
rotatable flange on one of the "horizontal" segments which allowed the cell to be rotated 45' 
with respect to the vertical (gravity) axis. The inside of the of the apparatus is evacuated 
through an open observation port in one of the horizontal segments. The temperature of the 
cold Snger is maintained at 5'C, a temperature found to yield highly ordered films of good 
optical quality. The temperature of the heater was set at 330'C which maintained the partial 
pressure of phthalocyanine at approximately 1 x lo6 torr. The total pressure inside the cell was 
maintained at 1 x lo-* torr using argon as a buffer gas. The deposition time was 2 hours. 

RESULTS AND DISCUSSION 

A I  the f i s  appeared to be of good optical quality both visually and microscopically. 
The thickest film, judged by the intensity of the blue color, did appear to have scattering 
regions. Microscopically, these regions had the appearance of tiny "needles" composed of 
much smaller microcrystals covering the surface. All the f i s  showed some imperfections 
consisting of crystalline "clusters", and some larger crystal segments. These imperfections will 
act as scattering centers and may limit the performance of such films in optical devices. 

Electron microscopy was able to resolve the fine details of the film. The film grown 
vertically showed a more uniform appearance but appeared to be less dense. The needles on 
the surface were smaller and less numerous than those grown at 45'. The effect is pcobabiy 
due to the thinner vertically grown films. 

The thickness of the films was measured by both ellipsometry and proflometry. The 
ellipsometer used a helium-neon laser source, wavelength 632.8 nm at 70' to the surface. The 
spot size was 0.025 x 0.086 mm and nine readings were taken on each film. The data is 
summarized in Table 1. All measurements are given in Angstrom units. 

film orientation maximum average minimum 3 standard 
number thickness thickness thickness deviations 

2 vertical 
5 vertical 
6 vertical 
7 vertical 
1 45O 
3 45O 

Average (vertical) 
Average (45') 

802 
876 
868 
910 
915 
853 

864 
8 84 

702 
872 
863 
904 
890 
83 7 

83 8 
864 

TABLE 1 

657 
869 
856 
899 
875 
82 1 

820 
848 

135 
7 

13 
11 
36 
33 

42 
34 
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While there is considerable spread in the numbers, it is signrScant that all three values; the 
maximum thickness, the average thickness and the minimum thickness are thicker for the films 
grown at 45' relative to the gravity axis. The most troubling feature of the ellipsometer 
readings is that films #6 and #7 show thicknesses larger than or comparable to films #1, #2, and 
#3. The latter three films appear to be the thickest judged by the intensity of the color of the 
films whereas, the former two films are so faintly coated that almost no blue color is 
observable. 

In view of the questionable readings obtained fi-om ellipsometry, the film thickness was 
also measured by profilometry. The profilometer results are shown in Table 2. The thickness 
is measured in Angstrom units. 

film # 
2 
5 
6 
7 
1 
2 

orientation 
vertical 
vertical 
vertical 
vertical 

4 5 O  
4 5 O  

thickness 
3 50 
185 
70 
75 

280 
410 

Average (vertical) 170 
Average (45') 345 

TABLE 2 

The thickness found fi-om profilometry are in the order expected judging fi-om a visual 
observation of the colored f h s .  These readings are inconsistent with the film thickness 
measured by ellipsometry. At present, there appears to be no obvious reason for the 
discrepancy. However, the profilometer readings also show that the films grown at 45' 
relative to the gravity axis are considerably thicker than those grown with the cell axis parallel 
to the gravity axis. 

Since there is a discrepancy between the thickness measured by ellipsometry and that 
measured by profilometry that is greater than the uncertainty in either of the measurements, 
both these readings should be repeated using difFerent instruments. Part of the problem may 
result fi-om the fact that the films are too thin. The experiment should be repeated with 
experimental parameters which increases the film thickness. 

There are three possible ways to increase the thickness of the films: the deposition time 
could be increased, the evaporation temperature could be increased, or the buffer gas pressure 
could be lowered. A more thorough study investigating the effect of pressure should be 
attempted. It is surprising that a pressure as low as lom2 torr has such an effect on bouancy 
since the mean fi-ee path is long and gas density is low. An investigation to determine the 
minimum pressure at which gravity driven bouancy effects are measurable should be initiated. 
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Pressures above lo-* torr will be @cult because the films will be even thinner than those of 
this study unless other parameters are adjusted. 

It will be difficult to increase the evaporation temperature. The current heater was 
drawing more than 7.0 amps of current at 330 'C. As viewed through the observation port, 
the leads connected to the heater were glowing at this current. Increasing the current may 
result in damage to the heater or nonuniform heating of the sample. The siplest way to 
increase the film thickness is to increase the deposition time. This will have the added benefit of 
producing a better quality thick film due to the slower deposition rate. The films will need to 
be about twice as thick in order to make meaningful comparisons between the thickest and the 
thinnest films. This will require about 4 hours of deposition time. It may be somewhat 
advantageous to increase the deposition time to 5 to 6 hours with a corresponding decrease in 
the evaporation temperature in order to protect the heater. 

The films should be studied by x-ray &action in order to determine if gravity axis 
orientation has an influence on the degree of ordering of the microcrystalline film on the 
substrate surface. At 5'C condensation temperature, the most prominent reflection is 100 
indicating s i d c a n t  ordering of crystal planes on the substrate surface. Nonlinear optical 
properties depend significantly on the extent of ordering in the films. 

This study has shown that good quality films can be produced from metal-free 
phthalocyanine and that the film quality and thickness is affected by the orientation of the vapor 
deposition axis relative to the gravity axis. A rotation of 45' is observed to produce thicker 
films of lower quality than those grown vertically. Experimental difEculties related to the thin 
films obtained made in impossible to quantitate the effects. The results do indicate that a more 
detailed experiment is in order including comparison of films of the same thickness but grown 
at different orientations relative to the gravity axis. It is probable that the 45' orientation may 
produce better quality films of the same thicbess than those grown parallel to the gravity axis.. 
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VIRTUAL REALITY SIMULATION OF THE INTERNATIONAL SPACE 
WELDING EXPERIMENT 

1. INTRODUCTION 

Virtual Reality (VR) is a set of breakthrough technologies that allow a human being 
to enter and fully experience a 3-dimensionalY computer simulated environment. A true 
virtual reality experience meets three criteria: 

1. It involves 3-dimensional computer graphics. 
2. It includes real-time feedback and response to user actions. 
3. It must provide a sense of immersion. 

Good examples of a virtual reality simulator are the flight simulators used by all branches 
of the military to train pilots for combat in high performance jet fighters. The fidelity of 
such simulators is extremely high -- but so is the price tag, typically millions of dollars. 

Virtual reality teaching and training methods are manifestly effective, and we have 
therefore implemented a VR trainer for the International Space Welding Experiment. My 
role in the development of the ISWE trainer consisted of the following: 

1. 

2. 

3. 

4. 

5 .  

I created texture-mapped models of the ISWE’s rotating sample drum, technology 
block, tool stowage assembly, sliding foot restraint, and control panel. 
I developed C code for control panel button selection and rotation of the sample 
drum. 
In collaboration with Tim Clark (Antares Virtual Reality Systems) I developed a 
serial interface box for the PC and the SGI Indigo so that external control devices, 
similar to ones actually used on the ISWE, could be used to control virtual objects in 
the ISWE simulation. 
In collaboration with Peter Wang (SFFP) and Mark Blasinganie (Boeing) I 
established the interference characteristics of the VIM 1000 head-mounted-display 
and tested software filters to correct the problem. 
In collaboration with Peter Wang and Mark Blasingame I established software and 
procedures for interfacing the VPL DataGlove and the Polheinus 6DOF position 
sensors to the SGI Indigo serial ports. 

The majority of my ISWE modeling effort was conducted on a PC-based VR 
Workstation, described below. 

2. THE PC VIRTUAL REALITY STATION 

The first point in the 3-point definition of Virtual Reality, above, involves 3D 
computer graphics. The rule of thumb in digital video is that an animation must run at 
least 15 framedsec to appear smooth to the human eye, so I adopted 15 frameshec as a 
benchmark for evaluating PC performance. I benchmarked four different PC systems 
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using the Sense8 WorldToolKit software to render a virtual reality scene consisting of 
approximately 750 polygons. The results for shaded and shaded+textured polygons are 
tabulated below. Only the Pentium systems gave frame rates for complicated simulations 
that were above 15 frames/s. A comparison of the two 486-based systems shows similar 
frame rates despite the factor of two difference in system RAM. In fact, the 80 MHz 
system with only 8MB of RAM outperformed the 66 MHz system with 16 MB RAkl by 
a factor of 1.21 , almost exactly the ratio of the clock speeds. The relative frame rates of 
the two Pentium systems also scaled with clock speed, the 120 MHz system being about 
25% faster than the 90 MHz system. (Note, however, that the 120 MHz Pentium had a 4 
ME3 graphics board while the 90 MHz system had a 2 MB board.) 

TABLE 1 : PC Performance comparisons 

Processor Clock RAM Graphics Accelerator Shaded Textured 
frames/s frames/s 

486DX 66 MHz 16 MB Cirrus Logic w/l MB ram 7.5 4.0 
486DX 80 MHz 8 MB Trident 9440CX w/l MB ram 9.1 3.6 
Pentium 90 MHz 32 MB AT1 Mach 64 w/2 MB ram 16.7 7.5 
Pentium 120 MHz 32 MB AT1 Mach 64 w/4 MB ram 21.0 9.0 

From Table 1 we see that a 90 MHz Pentium system, or better, will give adequate 3D 
graphics rendering performance. 

The second point in the 3-point definition of Virtual Reality was real-time 
interaction to user input. The participant in a VR simulation must be able to navigate 
through the virtual world, select objects, and move them. I tested three devices for user 
interaction with WorldToolKit applications: a mouse, a Logitech Cyberman (6 degree-of- 
freedom mouse with limited tactile feedback), and a ThrustMaster joystick. I also tested 
the VPL DataGlove and a Spatial Systems Spaceball (6 degree-of-freedom controller) 
using VPL VR simulation software. For picking and moving objects, the DataGlove was 
by far the best. For navigation the ThrustMaster joystick was best. The mouse was 
unintuitive and difficult to learn as a navigation device, as was the Spaceball. The 
LogiTech Cyberman was awfd. I tested two Cybermen and both were poorly 
constructed, overly sensitive, and nearly impossible to control. The simple tactile 
feedback feature (a pulse modulation of the controller stem triggered by hitting virtual 
walls or other objects) was satisfying but did not compensate for the other shortcomings 
of the device. In Table 2 I rate the peripherals on a scale of 1 to 10 (1 0 is best, 1 is worst) 
in two categories: “Picl&gyy refers to the ease with which objects could be selected or 
grabbed with the device, and “Flying” refers to navigation through the virtual 
environment. The ratings are subjective, and are based on my own experience with the 
devices, and the experience of students aged 5 to 12 years who have tested the PC with a 
VR Human Cadaver application developed at the MSFC virtual reality lab. 
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TABLE 2: EVALUATION OF VR PERIPHERALS 

Device: Picking Flying 
Microsoft Mouse 8 3 

Logitech Cyberman 5 1 
VPL DataGlove 9 7 
SpaceBall 6 6 
ThrustMaster Joystick N/A 9 

? 

Finally, the third point in my definition of Virtual Reality is that the experience must 
be immersive. Immersion means that you forget about all outside stimuli and become a 
thinking, feeling part of the computer’s virtual world. In theory, total immersion would 
include touch, smell, temperature, visual input, and sounds. In practice, it is difficult, 
expensive, and, fortunately, unnecessary to attack all 5 senses to produce a sense of 
immersion. I find that the visual cues provided by a wide-field-of-view head-mounted 
display in combination with 3-dimensional sound effects are sufficient to create a 
powerful immersive effect. The mind fills in the gaps not covered by the HMD and the 
3D sound hardware. 

2.1 3DSOUND 

3D sound technology operates on the principle that all the spatial information about a 
sound source is contained in its spectrum. At its source the complex Fourier spectrum of 
a sound is Sa, wherefis the frequency. The acoustic wave propagates to both ears and 
is filtered by reflections off the human body, primarily the head and shoulders, and the 
inner ear. When the sound reaches the inner ear, its complex spectrum is T,(nf)Sy) in 
the left ear and TR(nJ)S(n in the right ear; n is the unit direction vector toward the sound 
source and T is the “transfer function.” The product T(nJ)S(# in the frequency domain 
can be expressed as a convolution in the time domain T(n,t)*S(t), and this is the basis of 
practical 3D sound devices. 

The Alphatron is an expansion card for the PC, sold by Crystal River Engineering, 
that performs the 3D sound convolution. The head-related transfer function, T(n,t), is 
loaded into a digital signal processor on a Tahiti MultiSound card, and up to 16 user- 
defined sounds, S(t) ,  can be spatialized in real time. The cost of the system is $750 retail, 
and I have successfully incorporated 3D sound effects in WorldToolKit applications 
using the Alphatron. 

2.2 HEAD-MOUNTED DISPLAYS 

In 1994 Virtual I/O released the iglasses!, the first high-quality HMD for under 
$1000. The iglasses! feature a 25 deg (H) x 9 deg (V) field of view, with 640 x 480 
active matrix pixels. It weighs only 8 02. and features a superb ergonomic design. The 
restricted field of view is the main limitation of this device, but for the price ($850 retail) 
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it can’t be beat for low-cost educational applications. A far better HMD is the VR4 by 
Virtual Research, Inc. It features a 48 deg (H) x 30 deg (V) field of view with resolution 
comparable to that of the iglasses!. The wide field-of-view is critical for total immersion 
simulations, and the VR4 would be the helmet of choice except for its price tag, $7000, 
which makes it impractical for most classroom situations. 

Finally, I note that WorldToolKit is the software of choice for PC-based VR 
applications because of its support for nearly all the VR peripherals on the market today. 
Sense8 rapidly introduced a driver for the iglasses! very soon after the product was 
released, and third party software vendors, like Crystal River Engineering, are working to 
make their library calls compatible with WorldToolKit conventions. 

3. SUMMARY 

During the 1996 Summer Faculty Fellowship Program I collaborated With other 
members of the CAVE lab to implement a VR simulation of the International Space 
Welding Experiment (IS WE) on a PC-based VR Worltstation and 011 a Silicon Graphics 
Indigo. I created texture-mapped models of the ISWE’s rotating sample drum, 
technology block, tool stowage assembly, sliding foot restraint, and control panel. I 
developed C code for control panel button selection and rotation of the sample drum. I 
also developed a serial interface box for the PC so that external control devices, similar to 
ones actually used on the ISWE, could be used to control virtual objects in the ISWE 
simulation. 
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Chitin is a naturally occurring polymer of a(l-4) poly N-acetylglucosamine found 
primarily in the shells of crustaceans and insects. This polymer is chemically and thermally stable 
and physically durable as a consequence of hydrogen bonding which causes the alignment and 
ordering of the polymer chains into microcrystals which aggregate into sheets with chiral nematic 
order. Industry has attempted to take advantage of chitin's properties and low cost (chitin is a 
waste product of the shellfish industry) to produce durable fibers and other products. This has 
been largely unsuccessful because of chitin's non reactivity and insolubility. 

Chitosan is the deacetylation product of chitin and retains many of the structural properties 
of chitin (3). Unlike chitin, chitosan is soluble in aqueous solution at reduced pH making it easier 
to be processed into fibers and f i i s  than chitin (4). Chitosan and its derivatives are now used in 
such commercial applications as wound dressings, waste water treatment, and in pharmaceuticals 

In this study, we have synthesized a chitosan derivative, N-para-nitrophenyl chitosan 
(NPNPC), as a model material with potential applications in electro optics. 

WNPC was synthesized by the nucleophylic substitution of the fluorine atom in para- 
fluoronitro analine by the amino groups of chitosan in the following manner. 5 grams of chitosan 
were placed into 100 ml of DMSO. 4 grams of triethylamine, 20 grams of potassium carbonate, 
and 3 grams of para-fluoronitro analine were added with stirring. The mixture was refluxed at 
SOOC with stirring for 4 days. The chitosan never dissolved in this mixture but swelled and 
eventually changed from a white to a yellow color. The polymer was recovered by filtration, 
washed with ethanol, dried in a vacuum dessicator and weighed. The reaction was estimated to be 
80 - 90% complete based on the increase in the mass of the polymer. The solubility of the polymer 
is reduced when compared to chitosan as would be expected since the secondary amine generated 
is more difficult to protonate than the original primary amine. The polymer is not soluble (2% by 
weight) in 2% acetic or 2% formic acid but is soluble in 5% formic acid (1% by weight). The 
solution is very viscous but sonifying the sample for 30-60 seconds reversibly reduces the 
viscosity. NMR spectroscopy of NPNPC revealed the expected peaks for the desired product 
although the high viscosity of the material broadened the peaks. 

(5-8). 

Samples used for film preparation were washed repeatedly with acetone and baked dry. 
1.5 ml samples of 1% NPNPC in 5% formic acid were sonified for 30 to 60 seconds and 
centrifuged at room temperature (10,OOORPM in a microfuge) for 10 minutes to remove any debris 
or undissolved polymer. Films were produced by on slides coated with oriented teflon by spin 
coating or allowing the sample to dry without spinning. Films on quartz discs were formed by 
drying 50 microliters of sample with and without shearing. 

The films were examined by light microscopy through crossed polars to detect areas in 
which ordering had occurred. Films formed on teflon coated glass slides with and without 
spinning showed regions where the polymers aligned as well as large amorphous regions. Small 
regions displaying chiral nematic ordering were also observed. Films formed on quartz discs 
without shearing displayed no ordering while films formed with shearing contained a number of 
different ordered domains including amorphous polarizing domains, chiral nematic domains, and 
linearly aligned domains. 

Plans for continuing this work include optimizing the formation of ordered films, 
comparing the NLO properties of both ordered and amorphous films, and the synthesis of other 
substituted chitosans. 
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INTRODUCTION 

The present instruments of safety and reliability risk control for a majority of the National 
Aeronautics and Space Administration (NASA) programs/projects consist of Failure Mode and 
Effects Analysis (FMEA), Hazard Analysis (HA), Critical Items List (CIL), and Hazard Report 
(HR). This extensive analytical approach was introduce in the early 1970’s and was 
implemented for the Space Shuttle Program by NlfIB 5300.4 (1D-2. Since the Challenger 
accident in 1986, the process has been expanded considerably and resulted in introduction of 
similar andor duplicated activities in the safety/reliability risk analysis. A study initiated in 
1995, to search for an alternative to the current FMENCIL Hazard Analysis methodology 
generated a proposed method on April 30, 1996. The objective of this Summer Faculty Study 
was to participate in and conduct an independent evaluation of the proposed alternative to 
simplify the present safety and reliability risk control procedure. 

SAFETYRELIABILITY RISK CONTROL METHODS 

Present Method: The present method uses analysis and reporting in two phases. The 
analysis for hardware failures are documented in FMEA and critical items based on FMEA is 
reported in CIL. The analysis for hazards are documented in HA. The Hazard Report is 
prepared on the basis of HA and CIL report. 

Proposed Method: The proposed method integrates all analysis in a single phase 
documenting in Risk Analysis and a single report for all potential critical failures and other 
hazards in Risk Management Report (RMR). The method fosters a comprehensive analysis 
rather than the present compartmentalized one. 

APPROACH OF THE STUDY 

The evaluation approach has been to review the four basic risk control documents - 
FMEA, CIL, lhl and HR for their hctions, data elements contained in them, analytical process 
required to develop these, document user friendliness, and the effects of project characteristics. 

ANALYTICAL PROCEDURE 

Functions of the basic document: FMEA and HA are both analytical documents. The 
FMEA contains information on failure modes/causes excluding some environmental and human 
factor causes while HA deals with all hazards including critical failures, environmental and 
human factor causes. Both these two have a number of common data and are suitable for 
integration to eliminate duplication andlor compartmentalization of thought process. Similarity 
CIL and HR are both reports based on analysis done in developing FMEA and HA. These are 
suitable for integration to eliminate duplication of common data elements, and cross referencing 
between CIL and HR. 

- 
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Data Elements of the basic document: The documents FMEA/HA, CIL/HR vary 
The contents of the significantly depending on the project size, complexity and nature. 

documents are of the following types: 

0 Introductory/identification 
Analytical 

0 Analysis support 
0 Review and approval 

Integration of the analysis and reports is expected to reduce number common/similar data 
in integrated documents by about 20 to 30 percent as shown in table 1 and 2. 

Table 1 

Number of Data Elements in Analysis Document(s1 

Present Method Proposed Method 
FMEA - HA - Total RA Total 

Introductory 4 4 8 4 

Support Data 5 4 9 7 
- 2 - Review/Approval 1 1 

Analytical 9 8 17 13 

1 
Total 36 25 

Data elements reduced from 36 to 25 (30.6%) 

Table 2 

Number of Data Elements in Report(s) 

Present Method Proposed Method 
- CIL - H R  Total RMR Total 

Introductory 4 4 8 6 
Analytical 8 8 16 13 

2 
Total 33 25 

Support Data 4 1 5 4 
Review/Approval 2 2 - 4 - 

D a i  elements reduced from 33 to 25 (24.4%) 

Analytical Process: The present method of separating failure mode effect analysis 
(FMEA) and hazard analysis (HA) introduces duplication and compartmentalization in the 
thought process. There is a possibility of incomplete analysis due to responsibility of partial 
analysis assigned to different groups. To complete the hazard analysis, the safety group has to 
obtain hardware failure modehause data from the FMEA group requiring coordination and/or 
occasional duplication of analysis due to scheduled milestones. In addition, the proposed method 
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of documentation has scope of simplification resulting in faster comphehension at less effort. 
For example, key information can be summarized in a tabular format for a hypothetical case of 
“Premature Release Bolt Failure” that is currently contained in three separate CILs and a Hazard 
Report which contains four additional hazards. The key information would include the critical 
failures/hazards, critical items identification, number of items required, criticalhazard effect, 
failure/hazard causes, single and redundant failure identification, criticality categories, severity 
levels, likelihood of occurrence, and hazard classification. .This would provide the user key 
information about a critical event without having to search fo& different reports. User activities 
like planning tedinspection points, verifying redundancy, certification of flight readiness, life 
extension of hardware etc. at various phases of a project life. The improved presentation, 
reduction of cross-referencing, reduction of number of documents to deal with will result in less 
user effort for higher productivity for the project as a whole. 

User fiiendlinesskross referencing: The purposed integration of analysis and reports will 
reduce the need of cross referencing to a significant extent. Two cases of Space Shuttle Program 
studied, indicated that the FMEA and/or CIL are referenced on an average of twenty-two times 
for each CIL or five times for each failure cause. The need of so much cross referencing between 
the CIL 
and HR, imposing a significant amount of time and effort on analyst, will be eliminated in the 
integrated system. 

Document Retention, Storage, and Retrieval: The proposed integrated system will reduce 
the number of documents to retain, store, and retrieve and as such reduce the time required for 
assessment of safety and reliability risks in a progratdproject. 

Effect of Project characteristics: The nature of size of a project will effect the risk 
management process significantly . A large and complex project will require extensive analysis 
while a small and simpler project may require only environmentallhuman error type hazards and 
no critical failure type hazards. This difference will result in substantially more savings for a 
larger project. However the integrated approach will result in some savings in all cases. 

MERITS OF THE PROPOSED METHOD 

The proposed method appears to have several advantages over the current procedure as 
listed below: 

Focus on a single and integrated analysis process instead of the present compartmentalized 
system is likely to produce more comprehensive safetyheliability risk analysis. The 
integration will eliminate the possibility of critical situations being left out of analysis due to 
partial work done by each group. 
Integrated risk analysis and reporting process will greatly reduce the coordination required 
now between two groups FMENCIL and HA/HR. 

* 
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Duplication of common data elements will be eliminated in the analysis as well as in the 
reporting documents. This will reduce the volume of reports and result in a reduction in the 
effort required to review and comprehend the safety/reliability risk status. 
The possibility of occasional duplication of analysis due to different time constraints for 
different groups will also be eliminated. 
All sdetyheliability risk data will be submitted simultaneously for review and approval to 
appropriate authorities. This will eliminate duplication of review/approval process. 
A more effective documentation method (e.g. tabu& format, etc.), will improve 
comprehension of the status at a glance and reduce the frequent referencing to pages of 
multiple documents. 
Recording, storing, and maintaining a significantly lower volume of documents during the 
life time of a program will result in a considerably large savings in manpower and cost. 

RECOMMENDATIONS 

In view of the substantial merits of the proposed integrated system over the present 
FMEA/€?A and CIL/HR, the following recommendations are made: 

Develop the fmal formats for: 
e Risk Analysis Worksheet, and 

Risk Management Report 
Continue to develop requirements and guidelines detailing method to follow with clear 
definitions of limits for analysis and reporting. 
Continue the independent and concurrent evaluation, as continuation of the Summer 
Research Program (1996) of The University of Alabama during the development of the 
proposed risk management system. 
Conduct a test run andor parallel run of the proposed method, preferably for an in-house 
project. 
Debug the weak points from the system, on the basis of the test/pmallel run. 
Arrange for orientation of the analysts in the proposed integrated process. 
Implement the proved-in integrated system of safetyheliability risk analysis for the hture 
programs/proj ects. 

COMMENTS 

The present evaluation study covered only the basic thought process and the development 
of documentation required to support the system. The proposed system does not exclude any 
analytical technique e.g. checklists, fault trees, but propose to use these as required in a cost 
effective way. The indication of savings at this stage (20 to 40 %) is approximate but savings 
will result &om integrated thought process, improvement in documentation format, reduction of 
volume and number of documentation, and reduced effort for users at various phases of a project 
life. 
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Introduction 
The process of joining two pieces of metal together has not significantly changed 

over the last few decades. The basic idea used is to bring the pieces together and apply 
enough heat to melt the metal at the interface. The molten metal mixes and after cooling 
forms a strong joint. This process is called the fusion process. The most sigdicant 
difference between the many fusion processes is how the heat is generated and applied. 
The Welding Institute (TVZI), in Great Britain, has recently patented an innovative 
application of mechanical fiction. TWI designed a tool and process called Friction Stir 
Welding (FSW) that uses fiiction to heat the metal to within a few hundred degrees 
Fahrenheit of melting, just to the point of being plastic-like. The tool then stirs the 
plasticized metal together forming a joint that has been shown to be as good or better than 
an equivalent fbsion joint. The FSW process is well suited for the joining of the aluminum 
alloys used in the aerospace industry. The relatively low melting point of aluminum 
eliminates the requirements for exotic materials for pin tool design. The FSW process has 
been successfully used to join alloys such as 7075 which were before considered “un- 
weldable”, and aluminum-lithium 2195 which exhibits many problems when fbsion welded. 

The objective this summer was to investigate the design of a FSW system that 
could take this process fiom the laboratory to the manufacturing floor. In particular, it 
was the goal of my NASA colleague to develop a concept for applying the FSW process 
to the manufacturing of aluminum cryogenic oxygen and hydrogen tanks, of the sort used 
to make the Shuttle External Tank. Much more was accomplished this summer than was 
planned because of NASA’s extreme interest is applying the fiction process to the repair 
of small defects found in the fusion welds of the new Super Light Weight External Tank 
(SLWT). The SLWT is being made of 2195 which has presented many problems in 
weldability for initial welds and repair welds. It has been common with 2195 for small 
defects to turn into big defects after several attempts at traditional fusion repair methods. 
The hsion process combined with the 2195 alloy has led to problems with penetration, 
porosity, and residual stress. Prehmmary tests have indicated that using the FSW process 
to repair through fbsion welds leads to improved mechanical properties. For this purpose 
we traveled to the Michoud Assembly Facility near New Orleans Louisiana where the 
external tanks are manufactured by the Lockheed-Martin Aerospace Corporation. Our 
purpose there was to examine the actual welding tooling used on the tank to investigate 
the feasibility of using the FSW process. Our conclusion was that replacing fbsion welding 
with FSW on existing welding fixtures was not going to be easy because of several issues: 
1) the fixturing was designed to hold the parts together with zero forces exerted by the 
welding process, not the thousands of pounds of force due to the FSW process; 2) in 
most cases, sufficient room was not available on the backside of the welding area for the 
FSW backup tooling; and 3) in most cases, the modifications could not be made without 
impacting the regular operation of the tools. My goal after this point was to more 
accurately determine the FSW loads and if variation in the parameters could be used to 
reduce this load. 
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The Friction Stir Welding Facility at MSFC 
To experiment with the FSW process you need a FSW pin tool, a CNC milling 

machine, or similar, capable of rotating the pin tool to at least 500 RPM and pushing in 
the axial direction with at least 8000 pounds of force, and a positioning device or holder 
robust enough to take the axial loads without significant flexing. 

The Metals Process Development Branch in building 4711 has such a facility. 
Their system consists of a very robust Kearney&Trecker five-axis CNC milling machine 
and an automated data acquisition computer (ADAC), Figure 1. 

Figure 1. Friction Stir Welding System at MSFC. 

The Initial Concept for a FSW System 
I worked as part of a team consisting of my NASA colleagues Jeff Ding, Chip 

Jones, and Dr. Arthur Nunes; Peter Oelegetz with the Rocketdyne Corporation, and Dr. 
Glenn Adams fiom the University of Arkansas, a SFFP fellow. The approach taken this 
summer was to develop an initial skeleton of a concept for the FSW system and then fill in 
the details as we discovered and quantified the parameters associated with the FSW 
process. I started the SFFP program two weeks early, so I developed the first concept, 
Figure 2. It was the vision of my NASA colleague that Dr. Adams would then carry on 
the mechanical design of the FSW system and I would fill in the electrical portions 
(instrumentation and controls). 
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Figure 2. Initial Concept for a FSW Manufacturing System. 

Modeling the Friction Stir Process 
Because of the newness of the FSW process and the proprietary (profit) attitude of 

the companies developing it, very little is publicly known about the science of this process. 
For this purpose it became obvious that it would be appropriate for NASA to lead the 
effort to model this process. In order to do this it was first necessary to el@ the 
parameters of the FSW process, that is, what are the independent and dependent variables. 
The independent parameters include rotational speed (RPM), shoulder depth, pin-to- 
backup distance, lead angle, and travel speed. The dependent parameters include the axial 
load, transverse load, and temperature. Drs. Nunes and Adams developed an initial 
analytical model for the process. I designed and implemented a small DOE to try to obtain 
a large-scale view of how the FSW parameters interact. 

In the experiment, I chose to collect data for RPM, axial load (Z), transverse load 
(X), fixture load (B), and the temperature of the weld. I chose to use four thermocouples 
spaced evenly along the 10-inch square butt joint. A typical plot of load and RPM is 
shown in Figure 3, and a typical thermocouple plot is shown in Figure 4. 

Figure 3. A typical plot of load and rotational speed. 
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Figure 4. A typical plot of welding temperature. 

Discovery of the Backside Relief 
A significant discovery was made during the thermocouple experiment. Pete 

Olegetz had the idea to machine four notches in the back of one plate to pass the 
thermocouples through so that they could be consumed in the weld but not destroyed by 
the shoulder. Observations made by Dr. Adams, Pete Oelegetz, and myself of how the 
plasticized aluminum flowed nicely into the notches led to the V-groove backside relief 
experiment in which we intentionally produced a void on the backside of the butt joint. As 
in the thermocouple experiments, the plasticized aluminum flowed nicely into the V- 
groove firling it. The resulting weld did not exhibit the lack of penetration which 
commonly occurs in the FSW process when the pin is not suf6ciently close to the backup, 
this can be seen in the microstructure of Figure 5 .  The resulting tensile -fracture, 
elongation and variability of this data was significantly better than any other data collected 
at MSFC. 

Figure 5 .  Microstructure without (left) and with (right) the V-groove backside relief 
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Summary and Conclusion 
The Friction Stir Welding process is sure to become a standard joining process for 

aluminum alloys, especially in the aerospace industry. The results of this summer have led 
to a better understanding of how variation of the parameters effects the loads, 
temperature, and resulting mechanical properties. It is strongly believed that using the 
FSW process for linear repairs is the superior technique for repairing defects in ksion 
welded aluminum-lithium. The backside relief is an obvious part of the h a l  FSW 
technique and there is a clear need for a DOE to characterize the optimum relief that 
should be used. 

Acknowledgment 
The accomplishments of this summer would not have been possible without the 

technical input and direction from my NASA colleague, Jeff Ding of the Metals Processes 
Branch (EHZ3). I would also like to thank and commend all of the SFFP administrators 
and staff for a professionally and smoothly operated program. 

xxxv-5 





1996 
NASNASE SUMMER FACULTY FELLOWSHIP PROGRAM 

MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 

WHAT DRIVES SPACECRAFT COST: A LOOK INTO HOW 
MATERIAL CHARACTERISTICS RELATE TO THE 

MATERIAL COMPLEXITY MULTIPLIERS 

Prepared By: 

Academic Rank: 

Institution and Department: 

NASAfMSFC: 

Laboratory: 
Division: 
Branch 

MSFC Colleague: 

Russell L. Rosmait 

Associate Professor 

Pittsburg State University 
Department of Engineering Technology 

Engineering Cost Office 
Program Planning Office 
Program Development 

Joseph W. Hamaker 

XXXVI 





INTRODUCTION 

Today a variety of engineered materials are used to build the space vehicles and satellites 
that NASA, DOD and the aerospace community will use in future projects. These materials can 
be a significant part of the cost when designing and building these systems. Current cost models 
such as NASCOM, SEER-H and PRICE allow the cost analysis to select materials requirements 
during the development of the cost model. It should be notes however that some of these 
models do not always give the most detailed information with respect to material specifications 
for the given cost model. Instead the materials are defined within broad classification, giving 
questionable data with regard to specific material cost. It is the objective of this paper to 
present a summary of basic information on materials to assist the cost analyst in the 
development of their models. Specificity this paper will compare materials and their complexity 
multipliers to some specific material properties. 

COMPLEXITY MULTIPLIERS & PROPERTIES 

For many years there has always been an attempt to correlate the cost of materials with 
some factor or factors. These factors can range from the material properties to material 
chemistry and composition and on to the actual manufacturing process itself. 

Much work has been done to assist the cost estimator in the development of an accurate 
cost model. One item that is use are material complexity multipliers. Theses multipliers give the 
cost estimator a picture of how materials compare with each other with regard to their relative 
cost. One interesting question is “What Dives the Large Cost Difference?” Using material 
complexity multipliers generated for ramjet structures (NASA Report #CR- 194428 p. 54) this 
paper compares 1, density and the multipliers. 2. tensile strength and the multipliers and 3. 
Brinell hardness and the multipliers. 

Figure 1 shows the comparison between density and the multipliers. Density was 
selected because weight is and important factor in aerospace design. Data from this comparison 
shows no relationship to the cost multiplier. One example is seen prominently. Three types of 
steel are shown, all have the same density yet the multiplier range from 1.6 to 3.4. 

Figure 2 shows the comparison between tensile strength and the multipliers. It can be 
seen in this chart that there is some relationship between the tensile strength of the and material 
complexity multiplier. Once again if we look at steel as tensile strength increases the multiplier 
increases. This is also seen when it come to Nickel bases alloys. There are three Nickel based 
materials shown in this chart. 1.  Nickel 2. Inconel and 3. Haynes. These three do have some 
strength difference and as their strength goes up so does the multipliers. 

Finally Figure 3 compares material hardness and the multipliers. The number of 
materials compared was reduced because of the lack of data points available. The information 
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seen on this chart is similar to that of the tensile strength chart. As hardness goes up so does the 
cost multiplier. If we look at the three Nickel based alloys however we have very similar 
hardness but the differences in the complexity multipliers is very great. 

RECQMJMENDATIONS 

From this data we can see that their is some correlation between strength and hardness to 
the material complexity multipliers. But within the Nickel based alloys group the question needs 
to be asked again Why the Large Cost Difference? Even for some of the other materials there are 
large difference in the multipliers. These difference, between similar materials and the multipliers 
need some hrther investigation to assist the cost estimator in producing accurate cost models. 
It is the recommendation of this study to look at other factor that may or could influence these 
large differences. The recommended areas for further investigation of the complexity multipliers 
are as following: 

1. The actual material chemistry compared with the complexity multipliers. 
2. The application of the materials compared with the complexity multipliers. 
3 .  The manufacturing process used compared with the complexity multipliers 
4. Material maturity compared with the complexity multipliers. 

CONCLUSIQNS 

These four areas should help to establish what factors influence the material complexity 
multipliers to most. We have seen in this paper the relationship between some material 
properties and the material complexity multipliers for ramjet structures. We have seen from this 
that the complexity multipliers are not driven by just material properties and that there must be 
other factors at work. finally recommendations have been given for fbture work to help 
determine these factor and assist the cost estimator in producing the most accurate cost model. 

XXXVI-2 



Complexity Multiplier Numbers 
9 ' ? T o !  $ 2  2 2  m s K 4 - - c  - 

I 
I I I 

I I  I 

I i i I ; f \ I  \ I  F-?, 

I I t I I I \ \ \ I  i d ?  

XXXVI-3 



0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0  
m m P - t n m u m ~ -  



U c 
(d 

- 
(d .- 
b c 
r" 

Material Complexity Number 

c 
a, 

a 
[I: 

'E' 
c .- 
U 
a, 
3 

xxxw-5 





1996 

NASNASEE SUMMER FACULTY FELLOWSHtP PROGRAM 

MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 

SCATTERING AND THE POINT SPREAD FUNCTION OF THE NEW GENERATION 
SPACE TELESCOPE 

Prepared By: Julian J. Schreur, Ph.D. 

Academic Rank: Associate Professor 

Institution and Department: Texas A&M University-Kingsville 
Physics Department 

NASMSFC: 

Laboratory: 
Division: 
Branch: 

MSFC Colleague: 

Astrionics Laboratory 
Optics and Radio Frequency Division 
Optics 

James Bilbro 

XXXVII 





INTRODUCTION 

Preliminary design work on the New Generation Space Telescope (NGST) is currently under 
way. This telescope is envisioned as a lightweight, deployable Cassegrain reflector with an aperture 
of 8 meters, and an effective focal length of 80 meters. It is to be folded into a small-diameter 
package for launch by an Atlas booster, and 
ugolded in orbit, as shown in Figure 1. The 
primary is to consist of an octagon with a hole at 
the center, and with eight segments arranged in a 
flower petal configuration about the octagon. The 
corners of the petal-shaped segments are to be 
trimmed so that the package will fit atop the Atlas 
booster. This mirror, along with its secondary will 
focus the light from a point source into an image 
which is spread from a point by diEaction effects, 

e 
! 

figure errors, and scattering- of light from the 
surface . The distribution of light in the image of a 
point source is called a point spread fbnction (PSF). 

' 
Figure 1. The folded and deployed 
configuration of the NGST. 

The obstruction of the incident light by the secondary mirror and its support structure, the 
trimmed corners of the petals, and the grooves between the segments all cause the diffraction pattern 
characterizing an ideal point spread hnction to be changed, with the trimmed corners causing the 
rings of the Airy pattern to become broken up, and the linear grooves causing diffraction spikes 
running radially away from the central spot, or Airy disk. Any figure errors the mirror segments may 
have, or any errors in aligning the petals with the central octagon will also spread the light out from 
the ideal point spread fbnction. 

A point spread fbnction for a mirror the I I 

size of the NGST and having an incident 
wavelength of 900 nm in Figure 2. Most of the 
light is confined in a circle with a diameter of 
0.05 arc seconds. The ring pattern ranges in 
intensity &om near the center to lo6 near the 
edge of the plotted field, and can be clearly 
discerned in a log plot of the intensity. 

- I 0.D 

0.6 

0.1 

0.2 

1. 

D 
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The total fraction of the light scattered 
from this point spread function is called the total 
integrated scattering (TIS), and the fraction 
remaining is Called the strehl ratio. The angular Figure 2. The point spread function for the 
distribution of the scattered light is called the NGST at 900 
angle resolved scattering (ms), and it dmWS a covered is approximately 0.9 arc seconds on a 
strong spike centered on a scattering angle of side. 
zero, and a broad , less intense distribution at 
larger angles.' It is this scattered light, and its 

wavelength. The area 
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e f f i  on the point spread hc t ion  which is the focus of this study. The effects of the peculiar mirror 
shape, and of figure and alignment errors are left for a later date. 

CALCULATING THE PSF 

A Microsoft@ FORTRAN program, PFSARRAY, was written to compute the angle resolved 
scattering and point spread function of the NGST for a range of rms roughness values. This program 
was based on the program, ZERTAPER written by Mike Jones of Lockheed Martin Co. In Fort 
Worth, Texas. ZERTAPER computes the point spread fbnction of a circular mirror with a central 
obstruction, and having known coefficients for the Zernike polynomials describing the figure errors. 
This program was converted fiom code for a Sun workstation to code for a PC. It was also modified 
to compute the angle resolved scattering, and total integrated scattering, and to use them to compute 
a final point spread fbnction. PFSARRAY also stores the arrays representing the ARS and PSF on 
a floppy disk in a format which can be read by the soha re  package MATLAB. MATLAB was used 
to plot this data, and to store the images in PCX files which can be imported into documents on the 
PC. 

PSFARRAY begins by building a complex array representing a pupil fbnction for the 
telescope. The primary mirror is covered by a square array 80 elements on a side. Each element 
falling on the mirror is given a magnitude of 1.0, and each element outside the mirror edge, or inside 
the central obstruction, is given a magnitude of zero. The coefficients of the Zernike polynomials are 
then used to find the wave front errors, and then the phase angles of the array elements, and from 
them the real and imaginary parts of the complex array elements. 

The complex pupil fbnction is then transformed by a fast Fourier transform subroutine into 
an original PSF array having a size of 256 by 256. The center 128 by 128 elements of this array are 
then taken as a complex image array. The square of the magnitudes of the image array produce the 
elements of an intensity array which is the actual original PSF for the telescope. 

A profile of the surface roughness of a mirror can be used to produce an autocovariance 
hc t ion  for the surface. A fast Fourier transform of the autocovariance yields the power-spectral- 
density (PSD) fbnction of the of the surface microstructure. A default, normalized PSD fbnction is 
stored in PSFARRAY, with an option to change it. This defwlt 6nction was taken fiom Bennett and 
Mattsson', and came from a profile of a nickel mirror with an rms surface roughness of 5A. The 
general form of this normalized fbnction represents surf-aces with roughly Gaussian distributions of 
d a c e  height, regardless of what the rms roughness is measured to be. If the Fourier transform of 
the PSF is multiplied point for point by the PSD, the inverse Fourier transform of the product is the 
ARS for the telescope. PSF array uses its complex FFT subroutine to perform these operations. 

The PSD function must be converted into an array for use by the FFT routine. The first task 
is to determine the Size of an array element in this (spatial) frequency space. This array element size 
corresponds to the lowest fkequency, or longest wavelength in the spatial plot of the PSF. The 
longest wavelength would be the array size, N, times the width of one array element, Ax. The inverse 
of this longest length is the element size in the frequency domain of the PSD fbnction, APSD. The 
size of Ax is determined from the fact that the first dark ring in the Airy pattern occurs 4 array 
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elements from the center, and that distance is given by 

AD 
d 

r o w - ,  

where D is the diameter of the telescope objective, and d is the effective focal length. The result is 
that 

APSD - l( s) . 
N AD 

The PSD array is filled in using the calculated element size by interpolation from the linear PSD 
hnction stored in the program. 

A second fitting problem arises out of the fact that 
the PSD fbnction is normalized, and produces an A R S  
distribution with an undetermined intensity level. The 
general form of the A R S  is shown in Figure 3, and was 
taken from Maradudm and Mendez2. It looks like an 
inverted parabola, with a spike at the center. The light is 
scattered into a full hemisphere, but with decreasing 
intensity at increasing scattering angles, 0,. The same 
amount of scattered light, if uniformly intense would fill a 
solid angle of 3.7 steradians. The area under the A R S  
curve is simply the total integrated scattering (TIS), which 
is calculate from the rms surface roughness, 6 ,  and the 8 , ( O )  I 
incident wavelength, A, by the relation given by Bennett kigure 3. ARs for a 
and Mattsson', surface 

with a TIS of 1.9%. 

ns - ( y)2. 
From the TIS, the intensity at the top of the inverted parabola which would be scattered into 

a solid angle the Size of one array element in the PSF array may be calculated. Since the intensity of 
the A R S  was still decreasing at the edge of the A R S  array, it was assumed it would continue to 
decrease by a factor of ten before it reached the nearly horizontal portion of the general ARS 
function. This method of fitting the calculated A R S  to the TIS is somewhat inexact, but should not 
cause substantial errors in the intensities of the A R S  array. 

- (Y)' 
Strehl e 
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The Strehl ratio is given by the expression3,1t is the fraction of the incident light that is not scattered. 
If the original PSF of the telescope is diminished by the Strehl ratio, and the ARS, calculated as 
described above, are added together, the result is the final PSF of the telescope4. 

RESULTS 

The ARS and PSF arrays for a telescope the 
size of the NGST were calculated for a number of 
rrns roughness values, ranging from 5A to 500A. 
Figure 4 shows the intensity of the scattered light for 
an rms roughness of 500A. As can be seen, the 
intensity is lo-' of the intensity in the PSF. This has 
a negligible effect when added to the PSF. On the 
other hand, this large a surface roughness produces 
a Strehl ratio of only 0.5 1, meaning that the intensity 
of the light in the PSF has been cut nearly in half by 0-0 1 unit = 2.7 microns 

5 0.077 81CSCC 

the light which was scattered out of it. One would 
not like to lose this much light from the image. 

Figure 5 shows a cross section through the center of ., 

the PSF array for a roughness of 100A. Here the -,- 
Strehl ratio is 0.98, and at an rms roughness of 50A it%-, 

Airy pattern, and the surrounding bright rings can 
easily be seen, and there is essentially no contribution 
by scattered light. At longer wavelengths the 
scattered light would have even less effect. 

pigure 4. M S  for a surface roughness of 
SOOA. 

would be 0.995. In Figure 5 the central disk of the -a - 

J 
2 0  M so ' 0  ,no 120 1.0 

Figure 5. The PSF with lOOA rms surface 
roughness 

CONCLUSION 

Scattered light will not degrade the image quality of the NGST. A Strehl ratio, or TIS value, 
which will not appreciably diminish the intensity of the original PSF is sufficient to specify an 
acceptable finish of the mirror. A value of 50A for the rms roughness would have a negligible effect 
on the image. 
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INTRODUCTION 

The Tethered Satellite System (TSS) is designed to deploy a 
1.6 m diameter spherical satellite a distance of 20 km above the 
space shuttle orbiter on an insulated conducting tether. Because 
of the passage of the conducting tether through the earth's 
magnetic field, an emf is generated producing a positive 
satellite potential of about 5000 V. Electron flow under the 
influence of this high positive potential is the focus of the 
present analysis. 

The ionospheric parameters at TSS orbit altitude are: 
thermal velocity of electrons, 1.9 x lo5 m/s, thermal velocity of 
the ions, 1.1 x lo3 m/s, velocity of the satellite 8 x lo3 m/s. 
The electrons, with a Debye length, h, = 0.49 cm, spiral about 
the earth's magnetic field lines (0.4 Gauss) with a radius of 
about 3 cm and the ions spiral with a radius of 5 m. Under these 
conditions, the electron thermal energy, kT is 0.17 eV. The TSS 
satellite radius, rp is 163 Debye lengths. 

There is an extensive literature on the interaction of 
satellites with the near-earth ionospheric plasma. The space 
charge limitation to the electron current collected by a sphere 
at positive electrical potential was calculated by Langmuir and 
Blodgett (1924). Parker and Murphy (1967) recognized the 
importance of the influence of the earth's magnetic field and 
used the guiding center approximation to calculate the electron 
current collected by a positive charged satellite. More recently 
Ma and Schunk (1989) have calculated the time dependent flow of 
electrons to a spherical satellite at positive potential 
utilizing numerical methods and Sheldon (1994) used similar 
methods to solve this problem for the steady state. 

In order to analyze some of the phenomena that occurred in 
the ionosphere during the TSS flights, it would be useful to have 
analytic expressions for these electron flows. The governing 
equations are very complex and an exact analytical solution is 
not likely. An approximate analytical solution is feasible 
however, and the results of one attempt are presented herein. 

MATHEMATICAL MODEL 

Electron flow to the spherical satellite is modelled here by 
the use of the cold plasma one-fluid momentum and continuity 
equations with the Poisson equation used previously [Sheldon 
(1994)l. In the present calculation, it is assumed that there 
will be a sheath region around the satellite devoid of ions due 
to positive satellite potential being much higher than the ram 
ion energy. Electrons drift toward this sheath along the earth's 
magnetic field lines with an average velocity (kT/m) ' I2 ,  
neglecting the average initial velocity due to their ambient 
spirals. At the outer boundary of this sheath there will be a 
negative space charge potential barrier approximately equal in 
magnitude to the electron ambient thermal energy. The governing 
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equations are written in non-dimensional spherical coordinates 
(r,e,b,) with the magnetic field aligned with the polar axis. 
steady-state momentum equations for u,, u, and u the r, 8 ,  and 
b, components of the average velocity of the electLon flow, are 
then: 

The 

and 

where r is in units of A, and the velocities are in units of uA = 
(kT/m)1/2, where m is the electron mass. The electric potential 
energy, V(r,e) is in units of kT and B = oJweQ = 0.2, where o, is 
the electron cyclotron frequency in the earth s magnetic field 
and oeP is the electron plasma frequency. The continuity equation 
is 

l a  (r2nur) +-- (sinenu,) =O l a  -- a r  sin0 de 

where n(r,8) is the electron density in units of the ambient 
electron density, nA and Poisson's equation is 

a av l a  av 
ar d r  sin0 de ae - (r2-) +-- (sine-) =nr2 

(4) 

( 5 )  

SOLUTION 

In order to get an approximate solution to Eqs(1)-(5) the 
magnetic field parameter, B is considered a perturbation 
parameter. Using the perturbation expansion in (1 ) - (5 ) ,  the zero 
order equations (no magnetic field) are, 
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The equations to first order in B are 
- a [url ( r ,  8) ur0 ( r )  -VI (r,W I =o 
a r  

The solution to the zero order Eqs.(ll)-(13) can be obtained 
from Langmuir and Blodgett (1924). They considered a spherical 
electron emitter of radius rm outside of a collector with 
negligible initial velocity of the electrons leaving the emitter. 
The boundary conditions were 9(rm)=0 and (dVo/dr),,,, =O. In the 
present case the outer boundary condition is taken at a virtual 
cathode of radius rof where uro(r0)=1 and no(ro)=l. 

With the boundary condition, uol (rof 6 )  = O f  Eq. (11) gives, 

The remaining first order perturbation equations are linear 
and allow the separation of variables. Defining url=g, (r) go (6)  
ue1=h,(r)he(6), nl=k (r)k,(e) V'=f,(r)f,(e) the separated 8- 
dependent Eqs. yield the following results 

4 (e) =-ZA,P,'(cose) sin6 (15) 

f e  (8) =ge (8) =I=A,P, (cose) 

t 

(16) 
P 
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+1 

A*= - 2e+1 1 (1-x) P@ (XI dx 
-1 

2 

P,(cos0) is the Legendre polynomial of the first kind. 

set, of linear Eqs. which do not reduce to a standard form. An 
approximate solution is obtained by expanding the dependent 
variables in a Taylor's series about ro. Only the leading terms 
are used here. Combining with the &dependent functions, the 
final results largest order are 

The r-dependent equations can be combined into a coupled 

a (y) =y+O. 3y2+0. 075y3+0. 01432y4+0. 00216y5 

where y=ln (r,,,/r) and i=4xr;nAuA. 

The results for the azimuthal velocity, Eq.(14), are 
compared with the numerical results of earlier work 
[Sheldon(l994)] in Fig. 1. While the present method introduces 
considerable error in the actual values u4, the radial profiles 
have the correct shape. Similar results were obtained for 
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and 

CONCLUSIONS 

The perturbation method has allowed approximate 
determination of the electron flow in the proposed model. The 
previous numerical solution was more accurate, however the 
intention here was not accuracy, but a better understanding of 
the influence of the controlling parameters. This is available in 
Eqs(18)-(23). 
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NOMENCLATURE 

Latin Svmbols Greek Smbols 

A 
Ab 

c, 
C" 
D 
F 
f 
g 
L 
m 
P 

ra 
Rg 

rb 

re 
rP 

T 
V 

cross-sectional area 
cross-sectional area of plenum 
containing secondary fluid 
specific heat at constant pressure 
specific heat at constant volume 
diameter 
friction force 
friction factor 
acceleration of gravity 
length 
mass flow rate 
static pressure 
gas constant 
primary nozzle exit-to-mixing throat 
exit area ratio, AnJAlni 
secondary fluid plenum exit-to 
-mixing throat exit area ratio, 
AdAlni 
entrainment ratio, fix/ m, 

jet pump compression ratio, 

absolute temperature 
velocity 

(Pde-Ps)/(Pne-Pde) 

p liquid phase-to-mixture mass ratio 
'yg gas phase ratio of specific heats 
E heat transfer parameter, (TL-To)/(Tg-To) 
q jet pump effkiency, r.rp 
P - density 
p distributed phase density over total mixture 

volume 
G slip parameter, VJVg 

Subserids 

d 

e 
8 
i 
L 
m 
n 
0 
S 

sd 

su 
U 

zone of diffuser from downstream of shock 
to diffuser exit 
exit 
gas phase 
inlet 
liquid phase 
mixing tube, mixture 
primary nozzle 
stagnation conditions 
secondary fluid conditions at mixing throat 
entrance 
conditions downstream of re-equilibrium 
region of shock 
conditions immediately upstream of shock 
zone of diffuser from its inlet to upstream of 
shock 

INTRODUCTION 

Jet pumps are devices capable of pumping fluids to a higher pressure employing a 
nozzle/diffUser/mixing chamber combination. A PJ&IXUY fluid is usually allowed to pass 
through a converging-diverging nozzle where it can accelerate to supersonic speeds at the 
nozzle exit. The relatively high kinetic energy that the primary fluid possesses at the 
nozzle exit is accompanied by a low pressure region in order to satisfy Bernoulli's 
equation. The low pressure region downstream of the nozzle exit permits a secondary 
fluid to be entrained into and mixed with the primary fluid in a mixing chamber located 
downstream of the nozzle. Several combinations may exist in terms of the nature of the 
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primary and secondary fluids in so far as whether they are single or two-phase fluids. 
Depending on this, the jet pump may be classified as gas/gas, gashquid, liquidlliquid, two- 
phasehiquid, or similar combinations. 

The mixing chamber serves to create a homogeneous single-phase or two-phase 
mixture which enters a diffuser where the high kinetic energy of the fluid is converted into 
pressure energy. If the fluid mixture entering the diffuser is in the supersonic flow regime, 
a normal shock wave usually develops inside the diffuser. If the fluid mixture is one that 
can easily change phase, a condensation shock would normally develop. Because of the 
overall rise in pressure in the diffuser as well as the additional rise in pressure across the 
shock layer, condensation becomes more likely. Associated with the pressure rise across 
the shock is a velocity reduction from the supersonic to the subsonic range. If the two- 
phase flow entering the diffuser is predominantly gaseous with liquid droplets suspended 
in it, it will transform into a predominantly liquid flow containing gaseous bubbles (bubbly 
flow) somewhere in the diffuser. 

Literature dealing with jet pumps is abundant and covers a very wide array of 
application areas. Example application areas includes vacuum pumps which are used in 
the food industry, power station work, and the chemical industry; ejector systems which 
have applications in the aircraft industry as cabin ventilators and for purposes of jet thrust 
augmentation; jet pumps which are used in the oil industry for oil well pumping; and 
steam-jet ejector refrigeration, to name a few. Examples of work relevant to this 
investigation includes those of Holmes et al. (1987), Cunningham and Dopkin (1974), 
Cunningham (1995), Elger et al. (1991), Marini et al. (1992), Jiao et al. (1990), Neve 
(1991), Bredikhin et al. (1990), and Fairuzov and Bredikhin (1995). 

While past researchers have been able to model the two-phase flow jet pump using 
the one-dimensional assumption with no shock waves and no phase change, there is no 
research known to the authors apart from that of h a n d  (1992) which accounted for 
condensation shocks. One of the objectives of this research effort is to develop a 
comprehensive model in which the effects of phase slip and inter-phase heat transfer as 
well as the wall friction and shock waves are accounted for. While this modeling effort is 
predominantly analytical in nature and is primarily intended to provide a parametric 
understanding of the jet pump performance under different operating scenarios, another 
parallel effort employing a commercial CFD code is also implemented. The latter effort is 
primarily intended to model an axisymmetric counterpart of the problem in question. The 
viability of using the CED code to model a two-phase flow jet pump will be assessed by 
attempting to recreate some of the existing performance data of similar jet pumps. The 
code will eventually be used to generate the jet pump performance characteristics of 
several scenarios involving jet pump geometries as well as flow regimes in order to be able 
to determine an optimum design which would be suitable for a two-phase flow boiling test 
facility at NASA-Marshall. 

Because of the extensive nature of the analytical model developed, the following 
section will only provide very brief highlights of it, while leaving the details to a more 
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complete report submitted to the NASA colleague. This report will also contain some of 
the simulation results obtained using the CFD code. 

HIGHLIGHTS OF THE ANALYTICAL MODEL 

This analysis deals with a jet pump whose primary fluid is a two-phase mixture 
and whose secondary fluid is either a subcooled or saturated liquid having the same 
chemical composition as the primary fluid. The two-phase primary fluid flows through a 
converging-diverging nozzle (primary nozzle) and exits at a high velocity and low 
pressure. The low pressure at the primary nozzle exit induces the flow of the secondary 
fluid which mixes with the primary fluid in a mixing section. The mixing section is 
typically comprised of two parts; a throat and a mixing tube. The mixing throat is a short 
converging section where the flow accelerates slightly and the pressure drops 
correspondingly. The mixing tube serves to enhance the mixing that has already started in 
the throat. Two common types of mixing may be employed in the mixing tube; constant 
pressure or constant area mixing. Literature dealing with this subject reports that the 
compression ratios of jet pumps employing constant-pressure mixing are a bit higher than 
those employing constant-area mixing. However, for the sake of simplicity, this analysis 
will deal with a jet pump employing constant-area mixing in the mixing tube. 
Nevertheless, because of the slight drop in pressure in the mixing throat, the mixing 
process in the latter will be handled using a more general set of fluid dynamical equations 
applicable to variable pressure/variable area mixing. 

Because the cross-sectional area of the mixing tube is assumed constant, the 
pressures at the inlet and exit of the tube are assumed to take distinct values. The two- 
phase flow leaving the mixing tube enters a diffuser where it undergoes a normal shock 
across which the mixture pressure rises and the flow becomes subsonic. The flow 
downstream of the shock in the diffuser continues to decelerate while the pressure 
continues to rise until the fluid exits the diffuser. 

While it is customary to expect some condensation in both the mixing tube and the 
diffuser primarily due to the rise in pressure, this analysis deals with a simplified case 
involving no phase change. Partial justification for this assumption is based on the 
hypothesis that the condensation of the gaseous phase due to the pressure rise may be 
offset by a counter effect due to the associated rise in temperature. while in a typical 
situation the former effect is more dominant than the latter, the hypothesis in question is 
assumed valid for purposes of simplZying the analysis a bit. While the model as presented 
does not account for phase change per se, the fact that the liquid phase-to-mixture mass 
ratio can be assigned separate values as we proceed from one zone to another gives the 
model some flexibility to artificially account for the possibility of phase change. 

One of the objectives of this effort is to develop a generalized formulation for the 
jet pump compression ratio as well as the jet pump efficiency in terms of the relevant flow 
and heat transfer parameters and examine the conditions under which both quantities can 
be maximized. In order to achieve the above objectives, the jet pump will be divided into 
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several sections for purposes of performing the analysis. These segments are the primary 
nozzle, the mixing throat, the mixing tube, the diffuser upstream of the shock, the shock 
layer itself and the diffuser downstream of the shock. 

Primarv Nozzle 
The velocity, temperature, and pressure fields of both the liquid and gaseous 

phases for this segment of the jet pump have been resolved by Sherif et al. (1994) and the 
reader is advised to consult this reference as well as the longer version of this report for 
details. 

Mixinp Throat 
The mixing throat is a short converging section connecting the secondary fluid 

plenum to the mixing tube. The plenum also contains the primary nozzle. The secondary 
fluid is allowed to enter the mixing tube as a liquid mist by action of the pressure drop 
generated by the flow of the primary stream. This mechanism of introducing the 
secondary fluid is one of two mechanisms typically used in jet pumps. The volume of 
literature dealing with the mechanism described here is massive and includes the works of 
Francis et al. (1972) and Tsung (1972), to name a few. The other mechanism allows the 
secondary fluid to be directly injected employing spray nozzles stationed at an angle to the 
axis of the mixing tube. Literature dealing with this mechanism of injection is not as 
extensive and includes the work of Fairuzov and Bredikin (1995). Details of the 
rnathematical treatment of this section can be found in the more detailed report submitted 
to the NASA colleague. 

Mixing Tube 
The mixing tube is a constant-area duct downstream of the converging section 

labeled as the mixing throat. The analysis dealing with this section includes the effects of 
wall fiction which can be expressed by: 

To give a flavor of the nature of the analysis, the equations that follow provide a 
complete set for computing the mixing tube exit velocity of the gas phase as well as the 
mixture exit pressure: 
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Equations describing the velocity of the gas phase and the mixture pressure 
upstream of the shock are given below: 

Shock Wave Analvsis 

Details of this analysis can be found in Jackson et al. (1996). 

ownstream of the Shock 
Equations describing the velocity of the gas phase and the mixture pressure at the 

diffuser exit are given below: 

TS OF CF A ~ I Q ~  

Figures 1 and 2 provide sample results of simulating the flowf in ajet pump for 
both a two-dimensional as well as an axisymmetric version of this problem. 

Figure 1. 2-D velocity profile. 

Figure 2. Axisyrnmetric velocity profie. 
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COMPARATNE ADVANTAGES OF SEE 

The Satellite Energy Exchange experiment mearsures the periodic, near-miss encounters 
between a sheppard satellite and and a small test body (satellite) in approximately the same 
orbit about a primary. Several important experimental requirements have been chosen to 
enhance capabilities: (a) The satellite be flown in asun-synchronous orbit at an altitude of 
about 1350 Km, (b) Passive temperature system stabilized by spacecraft axial rotation with 
sunshade baffles at the end of the spacecraft, (c) Test bodies with different material compo- 
sition be available for experiments, (d) The containment spacecraft fly about the sheppard 
mass in a zero-g environment whereas the test bodies, experience average zero-g environ- 
ment over an orbital period, (e) Primary attitude and station-keeping uses magnetic field 
alignment plus micro-Newton thrusters such as Field Emmission Electric Propulsion, and 
(f) Very low power (nW) laser tracking systems minimize impulse delivered to test bodies. 

With the above conditions, SEE has the capabilites: (1) Long duration (several years life- 
time) flight experiment (2) Long-term, active (with historical time record), self-calibration 
of satelite mass distribution (capsule geodesy) over lifetime of the spacecraft. ( 3 )  Novel pas- 
sive thermal stabilization systems designed to attain cryogenic temperatures around 78K. 
(4) Novel spacecraft stabilization systems. ( 5 )  Ability to measure G to 1 part in 106-7 de- 
pending on ultimate duration of experiment. (6) Ability to place limits on both temporal 
and spacial variations on G. (7) Ability to set experimental limits on the Post Newtonian 
parameters (PPN) a 2  and ( 2 .  (8) Ability to measure (or place limits on) the non Einsteinian 
eccentricuty of the Earth-Sun system (and the parameter a 1 )  for long duration flight. (9) 
Ability to measure AG/G to 1 part in 1012-13 .  

The MiniSTEP, competes in a limited way with Project SEE. It is designed to improve 
the measurement of the equivalence principle by seven orders of magnitude using active, low 
temperature (1.8 K) cooling for SQUID based, differential superconducting circuits. The 
experiment consists of a small cylinder concentrically located within a larger cylinder at 
its null gravitational point. The satellite is operated in zero-g mode using four differential 
accelerometers consisting to two test bodies of different material composition. The SQUIDS 
are needed to measure test body motion to precisions of 10-l' over a four orbit period. 
The entire satellite moves in a very precise zero-g mode since the accelerometers are rigidly 
attached to the satellite. This limits the experiment to an aproximately six month due to 
limitations on helium storage used in cryogenic cooling and thrust control to maintain the 
zero-g operation . 

PARAMETRIC ANALYSIS OF EXPERIMENTAL DATA 

The extraction of experimental liimits on the PPN parameters involves the measurement 
of certain (postulated) effects that can occur in the satellite, test bodies, earth, moon, sun 
system as either measured on board the SEE satellite using laser tracking [sheppard-test 
body encounters] or using satellite laser-ranging experiments from Earth-based lasers to the 
SEE capsule [resonant earth-satellite-moon (or sun) configurations]. These experiments then 
give raw data that is related to various combinations of the PPN parameters. No a priori 
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values of PPN parameters (with the exception of Whitehead term) will be used that might 
predetermine the best statistical fit of the data. These relationships are described below. 

GRAVITATIONAL CONSTANT 

For more than a decade, the poignant comments of the scientific correspondent and re- 
viewer, John Maddox, Nature Magazine [310, 723, 30 Aug 19841 on the ”Continuing doubt 
on gravitation” expresses even today the frustration in the usual torsional methods used to 
measure G. Even at the time of Maddox’ editorial review, the most accurate measurement 
of G (and it’s standard deviations) due to Luther and Towler (1982) fell entirely within 
the internationally accepted CODATA value of the time. There was at least some hope 
that more accurate experiments would steadily improve the statistical significance of future 
CODATA values . Recent experiments seem to have improved statistical and systematic 
error analysis, but these measurements differ amongst themselves by more than any of the 
standard deviations claimed. At least one of the mean values for G, with exceptionally good 
statistics due to the long, minutely detailed, and systematic ten-year experiment by the 
German Bureau of Standards, differs very radically from the most recent CODATA value 
for G. Arguably the combined value GM of about 1 part in lo7 at the time of Maddox’s 
comments has improved steadily by at least two orders of magnitude over the last decade [See 
the article by K. Nordtvedt on the continual improvment of data from lunar-laser ranging, 
”From Newton’s moon to Einstein’s moon,” Physics Today, 49, 26 (1996).]. The value of 
G has stubbornly remained at the 1 part in lo4 range. However it is the coupling constant 
G (and its subsequent renormalization in a unified theory) that contains many of the clues 
that will answer some of the more fundamental questions about unification of gravity with 
the other forces. That is, it must contain some residual backbone that shows up in a partial 
(perhaps strong-gravity) and eventually in an ultimate unification scheme. 

The locally measured gravitational constant depends (in a generic theory) on the influence 
of external sources through its potential Uezt and its local motion moving with the velocity 
w1 with respect to a preferred frame . In the PPN framework this becomes 

where the second term represents preferred location effects , and the last two are preferred 
frame effects. 

NORDTVEDT EFFECT 

For breakdown of the weak equivalence principle (WEP) there will be a difference between 
inertial and passive mass given by 

2 2 1 s 1  
1 - [4P - y - 3 - a1+ -a2 - -cl - -C2]- 

3 M I  

mP - 
mI 3 3 
-- 

which will then lead to a polarization of the orbits of Earth satellites due to the additional 
perturbations caused by the WEP breakdown. 
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PERIGEE SHIFTS 

The perigee shift in excess of the predicted general relativistic value of a satellite orbiting 
the earth is 

67rm 1 1 c1 R2 
w = T t p Y  + 2 - P )  + g(2a1 - a 2  + a3 + 52)- + &--I m 2mp 

where p is the reduced mass of the earth-satellite system, p is the semi-latus rectum, m is is 
the total mass of the earth plus satellite, and R and JZ are the radius and the quadrupole 
moment of the Earth respectfully. There will be additional accelerations due to preferred 
frame effects which will add to the above. 

NON CONSERVATIVE THEORIES 

Fitting experimental data to the PPN parameters is in general complicated by including 
the, so-called, non conservative theories. However many of these theories can be shown to 
have global conservation laws. Therefore the presumption of non conservation is somewhat 
misleading. Nevertheless, the results from two examples are worth citing: 

MODIFIED BRANS-DICKIE THEORY 

{See L.L.Smalley, Phys Rev D 12 ,376 (1975)l Global conservation laws are satisfied 
without any constraints on the PPN parameter. The only PPN parameter which differs 
from the usual Brans-Dicke values is 

80 
52 = (2w + 3)3 

where w is the Brans-Dicke parameter and 0 is the strength parameter of the non zero 
divergence. The Nordtvedt parameter now becomes (assuming the usual form for the PPN 
parameters for a Brans-Dicke theory except for above) 

1 1 
7=-- $2 w + 2  

which says that the Nordtvedt effect is not just a test for the Brans-Dicke parameter but a 
test of w and 52 jointly. 

MODIFIED MALIN THEORY 

The Malin theory assumes that. the gravitational fields take the form 

R,, = 47rGT,, 

This theory can be modified in such a way that the theory differs from general relativity 
only in the parameter 

1 
<* = - 3 3  + 27) 

3 
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INTRODUCTION 

Because of profound changes in government and the space program, this may be an 
ideal time to evaluate MSFC’s Public Affairs television efforts. The changes are continued 
downsizing of government programs; reduction in research and development; changes in 
the space program from periodic manned launches to a full-time presence in space with 
Space Station; and greater emphasis on science and communicating science information. 

At the same time that NASA is undergoing change, the media and society are also 
undergoing substantial upheaval. Twenty-five years ago, the three main over-the-air 
television networks (ABC, CBS and NBC) had a 93 share of the television audience. We 
now have four popular over-the-air networks (ABC, CBS, NBC and Fox) who maintain a 
52 percent share of the television audience. Technological development, competition, and 
changing consumer tastes have created specialized media and audiences. This media 
fragmentation is part of a normal maturation cycle of use or adoption. While phases in the 
cycle vary in length due to many factors, the cycle has been consistent and reflects patterns 
of adoption. The cycle is: (1) Elite Media usage, (2) Popular or Mass Media usage, and (3) 
Specialized Media usage. 

Another factor that affects the media development and adoption cycle is the creation of 
new and competing mass and personal mediums. While television remains the dominant 
and most popular mass medium, it is declining and we see (via cable television) specialized 
networks catering to small audience segments. Because of changing technology and 
consumer behavior, we may not see a dominant mass media like television again. 

NASA Television 81 Specialized Audiences 

The fact that the mass media is becoming smaller, less dominant and more specialized, 
will have an affect on how institutional public relations or government public affairs 
accomplishes its mission. 

Network news focuses on popular news themes to increase audiences and advertising 
revenues. Because the networks have downsized, they are unable to cover as many stones 
as they used to and this translates into fewer national or regional news stories being fed to 
network affiliates in news feeds. To fill this void, local television stations have formed co- 
operatives or regional news networks and specialized program production firms create and 
send to affiliates stories of regional or specialized interest. Local news organizations are 
broadening and redefining what is considered a local story and they actively seek out 
national news events which have local angles or ties to their communities. Network news 
coverage of NASA missions has declined in this transition because NASA is no longer 
considered a “must cover” story by national and international media. Continuing successes 
have made NASA launches routine events and Marcia Dunn of the AP sa) s the general 
population has become less interested in space and NASA missions. 

tend to divide into three Sroad categories. They are: (1) Tabloid MedidAudiences, (2) 
Popular MedidAudiences, and (3) Specialized MedidAudiences. 

The important distinction for this report is between Popular and Elite media and their 
audiences, and news programs targeted to these audiences. Popular news organizations are 
best defined by the general news products of ABC, CBS, NBC, CNNl and most local 
television stations. The audience is large and defined by average socio-economic 
demographics. Elite television news programs tend to contain longer, in-depth stories that 
focus on issues, or important societal themes, such as environment, government spending, 

As special interest televisiodcable networks develop, their prograinming and audiences 
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race and the economy. Elite television does not ignore event coverage but hard news does 
not dominate news programs. 

Most Popular news programs contains many short, simplistic stories with strong visual 
appeals. It is not uncommon to see highly visual stories of dubious news value replace 
more important news events with weak or no visuals. Gatekeepers in the Popular media 
feel that their audiences are not interested in science news unless the story is able to 
highlight direct and obvious benefits. In many instances, science becomes part of a larger 
story that capitalizes on more popular themes. Popular news programs concentrate on 
event coverage (crimes, fires and accidents) and themes immediately relevant to their 
audiences. These themes are health, heart, pocketbook and human interest. 

Elite (specialized) news programs are usually found only on Elite televisiodcable 
networks such as Public Television, CNBC, or CNN2. While not specifically news 
programs, the Elite televisiodcable networks produce and carry programs that have a news 
or science base. Elite television viewers can best be described as “upscale.” Their 
demographics reflect higher incomes and educational levels, political involvement, and 
selectivity in media consumption. Elite media consumers tend to be political and business 
forces in their communities and they are politically active people who try to S e c t  political 
decisions. One final, and very important point is that the demographics of Elite television 
users are very similar to the demographics of that small population segment termed “science 
literate” who seek out and understand science news. (Miller & Prewitt, 1979; Miller, 1982, 
1994; Warren Burkett, 1986) Estimates regarding the size of the “science literate” audience 
ranges from 6-18 percent of media consumers. Broadcasters estimate that no more than 
10-20 percent of their audience is interested in science news. 

Conclusions 

Separate communication and outreach programs should be developed for gatekeepers in 
the Popular and Elite media which will capitalize on the demographics and interests of these 
diverse audiences. 

The coordination and focus of MSFC television efforts would benefit from the hiring of 
a television content specialist to oversee the program. 

NASA Public Affairs should start positioning itself to deliver consumer and high- 
quality, broadcast video via Internet through computers and modem connections. 

Elite MedidAudiences 

This is a highly desirable audience to reach because members of this audience are active 
politically and will try to affect political decisions. The number of gatekeepers of science or 
space related program content in the Elite media is rather small and individuals can be 
identified easily. Personal relationships should be established with these gatekeepers. 

Information sent-to Elite gatekeepers should be personalized and targeted. 

An outreach program should be established and small groups of Elite gatekeepers 
should be invited to MSFC for carefully organized tour and briefings. Tours should be 
scheduled to coincide with major rocket tests or neutral buoyancy simulations. During the 
tour, individuals might be allowed to experience some of the same training or educational 
experiences that astronauts or missions specialists experience. 

Popular MedidAudiences 
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There are many Popular media outlets and MSFC Public Affairs should continue to 
provide news releases and television products to these media. Additional efforts should be 
made to seek out and cater to specialized areas of interest in the Popular media. 

MSFC should try to get television stations in the Southeast United States to redefine 
“local” to include MSFC. This could be done by using telephone, Fax or e-mail to notify 
gatekeepers that specific NASA events or themes might have interest in their markets. 

Television gatekeepers should be identified and efforts should be made to create a 
personal relationships that might stimulate a greater interest in events at NASA. A modest 
outreach program similar to the one proposed for Elite gatekeepers might prove useful in 
creating relationships with stations in Alabama, Mississippi, Georgia and Tennessee. An 
opportunity to visit NASA, go on tours and briefings and report “live” via MSFC facilities 
could help establish interest in NASA and reinforce the idea that MSFC is a local or 
regional news story. 

Recommendations - Specific 

Marshall Space Flight Center Public Affairs is responsible for five television efforts. 
These efforts can be categorized as Event News (Mission Coverage), and Thematic News. 
Mission Coverage is composed of Mission Briefings, Mission Updates and Live Mission 
Coverage programs. Thematic news refers to the Video File and Live Shot programs. 
Event, or hard news, will draw national and international media attention. Thematic, or 
softer news, tends to be less dramatic and less interesting to a national or international 
audience but it can be of interest to local or regional specialized media. 

Event News (Mission Coverage) Recommendations 

For the short term or until the international Space Station is operational, few substantial 
changes should be made in Mission Coverage. These efforts seem well conceived and 
targeted for their intended audiences who are the Elite and Popular science journalists who 
cover the space program. These gatekeepers are not as attentive to Live Mission Coverage 
as they used to be, but they still rely on Live Mission Coverage when something of interest 
occurs. While Mission Coverage activities are designed to keep media gatekeepers current 
on mission events, one element, the Live Shot program, is designed for Popular and Elite 
television viewers. The Live Shot program has great potential to communicate both 
mission and thematic news. The success of the Live Shot program during missions 
capitalizes on the desire of local stations to localize and participate in on-going national or 
international news which results in prestige for the station and news organization. 

In the long-term, once the international Space Station is operational, NASA will not be 
able to maintain daily Mission Briefings and Mission Updates and indefinite, full-time Live 
Nission Coverage. Once initial interest in Space Station starts to wane, NASA television 
should go to a weekly schedule of Mission Updates and Mission Briefings. Live Mission 
Coverage should be available only during dockings or unusua! scientific events. 

The main problem observed with Mission Coverage television activities was the lack of 
good or illustrative video/graphics for many scientific experiments. Animation in Mission 
Updates, Mission Briefings and Live Mission Coverage would improve comprehension 
and audience attention. Studies have shown that news releases with illustrative graphics or 
visuals receive substantially greater usage and space in newspapers, and it can be assumed 
that animation would have a similar benefit with television. 
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Thematic News Recommendations 

The video shot for Video Files, and other television efforts, is technically good but 
visually dull and does not contain the “visual elements” that would immediately gain the 
attention of news assignment editors or producers. Too many Video Files contain video of 
incomprehensible lab experiments, people working on computers or interviews shot in an 
office far from the news event. Another problem is that an unacceptable number of Video 
File interviews must be reshot because the interviewee gave long and complex answers. 

Recommendations: 
A greater use of animation would improve the visual element of Video File stories, and 

it is assumed, lead to increased use. 
Where appropriate, human interest elements should be highlighted to provide a hook 

upon which MSFC science can be conveyed. 
When possible, interviews should be shot “in the field” where there is a natural dynamic 

that enhances the interview. 
The interviewer should spend more time “coaching” the interviewee about the types and 

length of answers that will be needed before the interview starts. If long, complex answers 
are given, the interviewer must press for usable, comprehensible answers that will serve 
the needs of the media. 

Many assignment editors and news producers do not pay sufficient attention to NASA 
press releases, Video Advisories and Video Files. The perception is that NASA press 
releases and related Video File stories are national in scope and would not fit into a local 
newscast. 

Recommendations: 
Try to localize and target the content or news angle of press releases, Video Advisories 

and Video Files in the same manner that Live Shots are targeted and marketed. Where 
possible and appropriate, individualized Faxes or e-mail messages outlining the local or 
specialized news angle should precede Video Files. 

There seems to be confusion about the relatiomhip, or lack of relationship, between 
news releases and Video File material. Press releases related to Video Files may not go out 
at the same time as the Video File. 

Recoinmendations: 
Video Files and news releases should be numbered or coded so it is obvious that they 

are related. Video File slates should also contain directions on wherc and how to obtain 
related news releases off the Internet and its code number. 

A number of television stations do not have the equipment, ability or desire to reposition 

Recommendations: 
Start preparing to move Video File to a computeddigital base so that stations and 

individuals will be able to download video information via computer through cable, T1 
telephone lines or inexpensive home satellite systems. Nl3C NewsChannel and several 
weather services are currently delivering video, graphics and animation to affiliates thrwgh 
computer and telephone or fiber links. As technology and compression modules improve, 
the move to computerhternet delivery of video will accelerate. 

The Live Shot program is targeted and sold to various markets based on specialized 
content or local angles. Unlike the Video File program, the impact of the Live Shot 
program is easy to evaluate because stations sign up for the service and it is easy to 
determine market size and station position. The Live Shot program has great potential to 
deliver thematic news with a local angle or specialized content. As was noted, during the 
Mission Coverage segment, the Live Shot program is productive and focused on mission 

satellite dishes to monitor NASA Television. 
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events. During other times, however, the program does not appear to be-as well focused or 
productive. Much of the video b’roll and studio interviews suffer from the same problems 
outlined in the Video File section. Video b‘roll and studio intcniews are dull and do not 
capitalize interesting locales at MSFC which are available through a fiber optic network. 

Recomnrendntions: 
Public Affairs contractors who maintain beats should relay information about story ideas 

and contacts to the Live Shot Coordinator. 
An annual plan for Live Shots should be developed. The plan should be proactive 

rather than reactive regarding planned events, nissions, MSFC conferences and ongoing 
scientific programs. 

Several visual locations should be established for Live Shot interviews. 
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Interviews and Additional Work 

Interviews with Public Affairs Officers (3) 
Interviews with assignment editordproducers ( 19) 
Interviews with NBC Newschannel managers (3) 
Interviews with Global Hydrology and Clima;c Center personnel (2) 
Viewed Mission Updates productions (5) 
Viewed Mission Briefings (4) 
Viewed Video Files (23) 
Viewed Video File productions (3) 
Developed Data Base ~f BroadcasUCable Television News Program Producers 
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INTRODUCTION 

Hoover et a2 1 built and tested two imaging Schwarzschild multilayer microscopes. These 
instruments were constructed as prototypes for the "Water Window Imaging X-Ray Microscope," 
which is a doubly reflecting, multilayer x-ray microscope configured to operate within the "water 
window." The ''water window" is the narrow region of the x-ray spectrum between the K 
absorption edges of oxygen ( h = 23.3 A) and of carbon ( h = 43.62 8, ), where water is relatively 
highly transmissive and carbon is highly absorptive. This property of these materials, thus permits 
the use of high resolution multilayer x-ray microscopes for producing high contrast images of 
carbon-based structures within the aqueous physiological environments of living cells. We report 
the design, fabrication and testing of multilayer optics that operate in this regime. 

MULTILAYER DESIGN 

Normal - incidence x-ray optical instruments have mirrors coated with multiple thin atomic 
layers ("multilayers"), also known as LSM ("Layered Synthetic Microstructures") or ("thin film 
multilayers"). The concept of multilayer and multilayer interference coated optics is deceptively 
simple; materials with contrasting optical properties are stacked with Angstrom scale percision, 
on a suitably figured substrate so that refelections fkom successive interfaces are coherently added 
to form a strong reflected beam7. 

Normal-incidence multilayer x-ray optics are made by coating (in a vacuum) ultrasmooth 
surfaces with a series of alternating layers of two different materials, one a strong x-ray scatterer 
with high atomic number, and the second a weak x-ray scatterer or 'Ispacer'' with low atomic 
number. This synthetic structure acts as an x-ray Bragg diffractor. X-ray reflectivity is maximized 
when the condition for constructive interference is satisfied as indicated by the Bragg equation nh 
= 2d sin 8 , where n is the order of diffraction, 8 is the angle of incidence with respect to the 
surface, d is the layer-pair thickness, and h is the wavelength of the incident radiation 8. For 
mirrors operating at normal incidence (e = goo), the equation becomes; h = 2d, where h is the 
wavelength of peak reflectivity of the first order Bragg diffracted light and d is the sum of the two 
layer thicknesses. Therefore, to make a multilayer x-ray optic with maximized reflecitivity at a 
wavelength h = 35 8, the layer pair thickness needs to be 17.5 A. 

Although the reflectivity at each interface is small, when tens to hundreds of layer pairs are 
used, excellent reflectivities (more than 50% near normal incidence) can be achieved8. 'The 
properties of the reflected light such as intensity, bandpass, and image quality are, however, 
strongly dependent on a number of factors, including the relative thichness and absorption 
coefficients of the materials, the uniformity of the layers and the nature of the interfaces, the 
stability of the multilayer, and the smoothness of the substrate. Furthermore,the performance of a 
multilayer optical system is strongly dependent on the use of filters to exclude loris wavelength 
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light which is specularly reflected by the multilayer, and high resolution detectors to record the 
image7. 

The prototype mirror systems for the Water Window Imaging X-Ray Microscope were coated 
with MolybdenudSilicon (Mo/Si) multilayers for operation near 135 8 , g .  Coatings using Nb/Si 
multilayers optimized for this wavelength have also been fabricated at MSFC and have exhibited 
excellent reflectivity in test carried out at BUST 9. 

OSMC 9, successfblly applied 200 layer pair TungstedBoron Carbide (W/B4C) multilayer 
coatings with a d spacing of 17.35 A to the 30X hemlite grade sapphire optics for the Water 
Window Imaging X-Ray Microscope. They achieved, with the normal incidence reflectivity of the 
finished mirrors, about 2% at 35 about 25% of theoretical. They also demonstrated 3% 
reflectivity at h = 42.8 8, using WB4C fabricated with a d spacing of 20.6 A. 

MSFC 10, in an effort to develop multilayer coatings with higher reflectivity in the water 
window used NickeVTitanium (NidTi) multilayers because theoretical studies revealed that very 
high reflectivity might be achieved in the 35 - 43 A regime 9. Coatings with 200 layer pair Ni/Ti 
multilayers with a d spacing of 17.6 8, have been fabricated on float glass, silicon wafers, and ultra 
smooth concave spherical substrates of &sed silicag. They did not achieve admirable results. 

Theoretical studies show that 200 layer pair NickeVBoron Nitride (NiiN) multilayer coatings 
with a d spacing of 17.78, might achieve a maximum reflectivity of = 21% in the 34 - 36 8, 
regime, (Figure 1). Due to the design of the MSFC sputtering setup it was decided, as a first 
attempt, to use only 75 layer pair N B N .  

Figure 1. Theoretical x-ray reflectivity for 200-L and 75-R layer pair NickelBoron Nitride 
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MULTILAYER FABRICATION AND TESTING 

There are many different methods for depositing thin films. However, for the purpose of 
depositing thin, uniform layers nanometers thick "sputtering", with deposition rates from 5 - 50 
nm/minute, is slow enough to be relatively well controlled. Sputtering is the process by which 
atoms from a target are knocked offvia collision by another species3. 

In the setup at MSFC's Space Sciences Laborato#, a planar diode radio fiequency - 
sputtering system modified to triode operation by addition of a ring filament surrounding the 
anode in an ordinary laboratory environment has been used to produce several two - component 
multilayer optics Figure 2)3. 

Cathode 

Target 

Figure 2. MSFC R.F. Diode Set-Up 

High purity argon is introduced into the evacuated sputtering chamber. A forward power at 
1300 KHz is applied while the filament ejects free electrons into the chamber. These electrons, 
having high mobility, collide with argon gas and produce + argon ions with much lower mobility. 
During the production of the argon plasma the water cooled anode carring the substrate to be 
coated, floats to a DC potential higher than the cathode containing the target. This accelerates 
the ions toward the target knocking off atoms which float to the substrate3. 

Depostion rates can be determined by depositing a substance onto float glass (or similar 
smooth surface) and using a stylus profilometer to determine the thickness of a film deposited for 
a known time. It has been found that only the central 5 cm of the 15.2 cm target produces fairly 
uniform deposition rate3,4. 
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We decided, as a first trial, to deposit 75 layer pairs of N B N  on float glass and silicon wafers. 
Our first task was to change to the Nickel and Boron Nitride targets in the sputtering chamber 
and determine the rate of deposition of each target. We placed four (4) squares of 7059 float 
glass on the anode, one with a razor blade mask. The chamber was then evacuated to 10-6 torr. 
After introducing 10 pm argon at loe2 torr., we presputtered the targets onto the shutter for 20 
minutes each. We partially covering two of the squares with the shutter, then we sputtered BN 
on the substrates at 75 watts forward power at - 290 volts bias for 20 minutes. After moving the 
razor blade mask over slightly we then sputtered Ni for 20 minutes at 75 watts forward and - 744 
volts bias. These samples were then removed to determine the rate of deposition of each of the 
materials on the substrate 

It was determined from stylus profilometer traces and densitometer transmittance that the Ni 
film was about 450 8, thick and the total film was about 1350 fL thick, therefore BN was about 
900 A thick. This gives Nickel a deposition rate of .375 &s and Boron Nitride a deposition rate 
of .75 &s. Nickel, then, should be sputtered twice as long as Boron Nitride. Since we want 
reflectivity at h = 35 f i  the d spacing needs to be 17.5 f i  therefore, Boron Nitride should be 
sputtered 12 seconds. 

We placed two (2) squares of 7059 float glass and two (2) pieces of silicon wafer on the anode, 
then evacuated the chamber to 10-6 torr. After presputtering the Ni target for 15 minutes at 75 
watts forward, - 750 volts bias and the BN target for 7.5 minutes at 75 watts forward, - 245 volts 
bias in 10 pm argon at 10-2 torr., onto the shutter, we deposited 75 layer pairs of Ni/BN onto 2 
samples of float glass and 2 samples of silicon wafer, sputtering Ni 2 X 12 seconds at 75 watts 
forward, - 713 volts bias and BN 1 X 12 seconds at 75 watts forward, - 239 volts bias. 

Stylus profilometer traces of the coatings indicated a total thickness of the 75 layer pairs of 
N D N  to be 1400 4 giving a d spacing of 18.7 A. Theoretical reflectivity for normal incidence 
x-rays h = 37 8, (since h = 2d) should be k: 10%. Reflectivity tests with the Rigaku Bede 
Diffractometer using a CU Ka source at h = 1.54 8, should indicate a reflectance of = 33% at 2.40 
gazing ansle. The actual test, however, did not indicate any significant reflectance on the float 
glass or the silicon wafers. 

Our second trial was to produce a 30 layer pair N B N  mulyilayer optic at double the 
sputtering time, 24 seconds BN, 48 seconds Ni , under the same conditions as our first try using 
four (4) squares of 7059 float glass. Stylus profilometer traces of this coating measured a total 
thickness of = 14008, /30 layer pairs, giving a d spacing of 46.7 A; h = 93.4 A. Diffractometer 
tests, using 1.54 A x-rays revealed good reflectivity on all four squares. The Bragg equation 
suggest that at a grazing incidence angle of 28 = 1-90 for first order maximum: 

Sin 9 = nhl2d = 1 (1.54 A)/ 2 (46.7 A) = .0165 
0 = .9450 ; 29 = 1.90 

The best results were from sample 7/17/96 - 2, where 28 at approximately 1.900 for first order 
peak had over 150,000 counts ( Figure 3) giving a h = 93.1 8,. 
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2. 3. 4. 5. 6. 7. 

Figure-5: Reflectivity sample 7/17/96 -2 N B N  

Considering the success of the second trial, as a third trial we decided to fabricated 40 layer 
pairs of N B N  on two squares of 7059 float glass, reducing the time, to try to fabricate an x-ray 
optic that would operate in the water window. Using the same conditions as our previous two 
trials, but shortning the sputtering time to 14 seconds for BN and 28 seconds for Ni. 

Stylus profilometer traces of this coating measured a total thickness of approximately 840 
&40 layer pairs, giving a d spacing of 21 w; h = 42 A. Diffractometer tests exhibited reflectivity 
on sample 7/18/96 - 2, but at half the expected angle. The Bragg equation suggest that maximum 
reflectivity should occur at 29 = 4.20, but diffractometer test show maximum reflectivity at 29 = 
2.20 (Figure 4). This may be harmonic, second order diffraction or from two pairs. 

2. 3.  4 .  5. 6. 7 .  

Figure 4: Reflectivity sample 7/18/96 -2 Ni/BN 

CONCLUSION 

Three multilayer coated x-ray optics were designed, fabricated and tested. We have 
demonstrated that N i N  multilayer x-ray optics do produce predictible reflectivity at 
wavelengths in the 93 f regime and reflectivity in the 42/84 A regime. Theoretical evidence 
indicates that they should also produce reflectivity at wavelengths well within the water window, 
however, careful attention must be given to depositing layers an integral number of atomic layers 
thick to achieve a smooth layer interface. 
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Introduction 

Aluminum-lithium alloys have extraordinary properties. The addition of lithium 
to an aluminum alloy decreases its density, while making large increases in its strength 
and hardness. The down side is that they are unstable at higher temperatures, and are 
subsequently difficult to weld or even manufacture. Martin Marietta, though, developed 
an aluminum-lithium alloy 2195 that was reported to have exceptional properties and 
good weld-ability. Thus, it was chosen as the alloy for the space shuttles super light 
external tank. 

Unfortunately, welding 2 195 has turned out to be much more of a challenge than 
anticipated. Thus, research has been undergone in order to understand the mechanisms 
that are causing the welding problems. Gas reactions have been observed to be 
detrimental to weld strength. Water vapor has often been identified as having a 
significant role in these reactions [ 11 [2]. Nitrogen, however, has also been shown to 
have a direct correlation to porosity [3] [4]. These reactions were suspected as being 
complex and responsible for the two main problems of welding 2195. One, the initial 
welds of 2195 are much weaker than the parent metal. Second, each subsequent welding 
pass increases the size and number of cracks and porosity, yielding significant reductions 
in strength. 

Consequently, the objective of this research was to characterize the high- 
temperature reactions of 2195 in order to understand the mechanisms for crack growth 
and the formation of porosity in welds. In order to accomplish that goal, an optical hot- 
stage microscope, HSM, was used to observe those reactions as they occurred. Surface 
reactions of 2195 were observed in a variety of environments, such as air, vacuum, 
nitrogen and helium. For comparison, some samples of Al - 2219 were also observed. 
Some of the reacted surfaces were then analyzed on a scanning electron microscope, 
SEM. Additionally, a gas chromatagraph was used to analyze the gaseous products of the 
high temperature reactions. 

n 
Procedure 

t 
The samples observed in the HSM were machined into a view 

bullet-like shape, reference Figure 1, (d = 7mm, h = 12mm). The 
bottoms of the samples were then polished and etched. The 
inverted microscope had a stainless steel vacuum chamber with a quartz window in the 
bottom. The electric heater used two tungsten heating elements to nearly completely 
surround the sides of the sample. The temperature was measured using a K-type 
thermocouple. It was inserted into a small hole in the side of the sample. The 
environments used were helium, air, nitrogen, and vacuum. Pressures varied from 1 bar 
down to 1 .O x lo-’ bars. Each sample was video taped and temperature measurements 
were recorded at regular intervals and at the initiation of reactions. 

Figwe 1: HSM s q 1 e  
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In order to aid the optical observations on the HSM, some of the samples were 
analyzed on an SEN. The reacted surface of the samples were examined for porosity, 
cracks, and anything unusual. High definition photographs and composition analyses 
were taken of the most important features. 

An apparatus was constructed to analyze the gaseous products of the high 
temperature reactions of 2195 with a gas chromatagraph. A long alumina tube was 
connected to a flexible hose and valve via a short piece of rubber tubing. A piece of 2195 
was inserted into the tube. The tube was completely evacuated and filled to 1 psia with 
either room air or 99.999% N2. The apparatus was then connected to the gas 
chromatagraph. A small "clam shell" type ceramic heater (0 620 "C) heated the bottom 
portion of the alumina tube for 15 minutes. At the end of this time, the sample was 
immediately analyzed by the gas chrornatagraph. 

Results and Observations 

Some dramatic and surprising results were observed in the hot-stage optical 
microscope, especially by comparison with 22 19, bubbling, inhomogeneity, effects of 
degassing and worms. The most startling was bubbling through a liquid surface layer. 
The thickness of the liquid changed with various parameter changes. Bubbling was seen 
to occur at temperatures as low as 350 "C in weld metal and 530 OC in the parent metal. 
The bubbling usually started at the grain boundaries, cracks, pores, and second phases. 
Then later the reaction spread until the whole surface was reacting. The reactions often 
produced porosity throughout the metal. The reactions were self-sustaining. Once the 
reaction had begun to take place, even if the power to the heater was reduced or cut off 
completely, the reaction would continue and the temperature remain elevated. 

Inhomogeneity was also observed in the 2 195 samples. Both melting 
temperatures and reaction temperatures were observed to differ by as much as 40 "C 
within the same viewing area of a single sample. Inhomogeneity was seen coupled with 
the supposed presence of impurities when a small section of a sample was seen to react 
internally, melting at 350 "C. The section then quickly re-crystallized as the heat from the 
reaction was dissipated into the rest of the sample. The whole region later began to melt 
and react at 534 "C. 

Violent surface reactions were observable in any atmosphere if the sample was not 
degassed. If the sample was degassed, the reactions in a nitrogen environment were 
reduced and the liquid layer was thinner, but bubbling still occurred. If the samples were 
not degassed and were heated at atmospheric pressure in any gas environment, worms 
were seen growing out of the parent metal at 400 O C .  The reacted surface of the samples 
were also covered with a white, water soluble substance, probably LiOH. Satisfactory 
degassing was accomplished by vacuum baking the samples at 1.0 x bars and 300 - 
400 "C for 1-2 hours in the HSM. Degassing didn't have much effect when samples were 
heated in air, above 1 x lo4 bars. 
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The scanning electron microscope also gave important results. The reacted 
surface of several of the samples tested revealed that large amounts of Nitrogen and 
Oxygen, generally around 70%, were present at the surface. Unfortunately, lithium and 
hydrogen are not detectable by an SEM, so complete analyses were not possible. Craters 
and pores were observed on the surface of reacted samples, reference Figure 3. Also, one 
should note that the pores or craters where created in the parent metal, so these are not 
merely pre-existing pores from a poor weld that migrated to the surface. Polished cross 
sections of the reacted samples show that porosity and cracks can be formed in the parent 
metal by exposure to air or nitrogen at high temperatures. 

The gas chromatagraph provided excellent results. This experiment proved that 
hydrogen is indeed bubbling from the surface of 2195. When the tube was initially filled 
with air, the reacted sample released hydrogen, nitrogen was consumed, and the oxygen 
level remained basically the same. In an atmosphere of pure nitrogen, 1 mole of 
hydrogen was produced for every 1.1 moles of nitrogen consumed. There aren't any 1 : 1 
molar reactions possible with these reactants, nitrogen is always consumed much slower 
than hydrogen is released. But, because the H2 that is produced will react with Li+ 
forming LiH, it is conjectured that lots of hydrogen is produced, but only one mole 
actually escapes for every mole of nitrogen consumed. 

Chemical Reactions 

An important step to solving the welding problem is to characterize the actual 
chemical reactions that are taking place. Some thought and research has already been put 
into this, however, it is difficult because there are a number of reactions that are occurring 
simultaneously. The main mechanism for the creation of porosity in 2195 is the reaction 
of lithium with water vapor and nitrogen, but it is the release of hydrogen that actually 
forms the pores. The reactions begin with H20 that is adsorbed and bonded onto the 
surface of the metal. It is bonded to hydroxides, oxyhydroxides, and hydrous oxides, like 
aluminum oxide, A1203 * 3H20 and some other compounds like LiNO3* 3H20. [ 11 The 
reaction of Li with H20 produces LiOH and evolves H2. The fact that bubbling is seen in 
a Helium environment if the sample is not degassed, supports that. If both nitrogen and 
water vapor are available, then the following reactions are believed to be in effect: 

12LiOH + 4 Li + 3 N2 ---} 4LiN03 + 2 Li3N + 6 LiH + 3 H2 

The liquid layer observed on the surface of the metal during reaction is thought to be 
mainly a melted mixture of those compounds. Such a homogeneous mixture would have 
some median melting point, perhaps around 530 - 570 'C, which is the temperature range 
at which the surface is observed to be liquid and begin bubbling. Lithium will also react 
with aluminum oxide to form AlLi02, a much more porous oxide. There are also many 
other compounds that can be present formed from reactions of aluminum and magnesium. 
Clearly this is a complicated process. 
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Some Implications For Welding 

i50 
Many studies have been done by the 

Soviets to demonstrate that there is a large 
amount of water vapor adsorbed into to the 

- PO 

- 150 surface of 2 195 that causes porosity when 
welding. They showed that the removal of 

essential. They were able to eliminate 

- 
I, 

100 

0.2 - 0.3 mm of material from the surface is 

porosity and generate welds of 82% of the 
base metal properties. [l] Studies in the 
U.S. have shown that hydrogen has the 
highest concentration 0.2 mm from the Figure 2: Hydrogen Distribution in A1-Li Alloy 
surface, reference Figure 2, supporting the 
Russian results. [2] The Russians also demonstrated that water vapor can be re-absorbed 
into the surface of the metal at room temperature. Weld porosity was observed with 
materials chemically milled 16 days prior to welding. Which leads to an important word 
of caution for welding: Although the metal may be free from discoloring oxides, it can 
still be totally re-saturated with water vapor. 
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Another fact that came out of this research is that previously welded 2 195 is 
susceptible to violent surface reactions if exposed to air while at temperatures as low as 
350 'C. Also, worms of material were seen growing out of the parent metal at 400 'C, yet 
to the naked eye the surface appeared unreacted. That underscores the importance of 
shielding the weld for a length of time that allows the metal to cool below those 
temperatures, as well as the necessity to back shield for cover passes and repair welds. 

Conclusions 

In conclusion, weld zone cracks and porosity arise principally out of a reactions of 
lithium with nitrogen and water vapor adsorbed or bonded to the surface of the metal, 
which releases a large amount of hydrogen into the weld pool. Thus, this research has led 
to two important applications for welding: 

0 One, the time lapse after surface preparation of AI-Li 2 195 is extremely important. 
Milling the surface must be performed immediately prior to welding because water 
can be re-adsorbed from humid air, over time. 

0 Two, Al-Li 2195 needs to be shielded when it is at temperatures above 350 "C. 
Back shielding is a necessity, even for partial penetration cover passes. Pending 
temperature profile studies behind the weld, a trailing shield should be considered. 
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Work still needs to be done to attempt to further understand the way in which 
porosity and crack growth are propagated in this material. Work, too, should be 
performed to analyze how quickly Al-Li 2195 adsorbs water. Lastly, work should be 
done directly in the shop environment, in order to devise ways of improving current shop 
practices, based on an understanding of the reactivity and sensitivity of this alloy. 
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INTRODUCTION 

Consider a vehicle of initial mass m, moving at velocity vo through a medium which is 
initially at rest. One dimensional motion will be assumed. The vehicle initially has stored 
energy E,. At a later time, the stored energy has all been used, and the vehicle has mass 
velocity vp. The vehicle has interacted with a total mass m, of the medium. The vehicle exhaust 
of mass 

and 

m, = rno-mp 

has been expelled into the medium. Conservation of momentum and energy lead to the 
following equations. 

E, ++mov: = +mpvi  ++(ma +mr)(vT) av 

(vr), is the average velocity of the medium with which the vehicle interacts together with the 
expelled exhaust products, taken to be in the opposite direction from vo and v,. The total mass of 
medium with which the vehicle interacts is XI+,. The two equations can be combined to give the 
following equation for the variance of the air velocity distribution. 

- rnp(mo + ma)vi +2mpmovpvo + rno(mp + m,)vi +2E,(mr + ma) 
o2 =(v:), -(vrlav = 2 

(mr +ma) 

The equation above can be rearranged as an equation for the velocity increase. 

vp -vo = 
mo +ma 

The vehicle velocity increase is greatest for the smallest variance in the velocity imparted 
to the medium. In this case, we have 

U P+Pa 

where 
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Even if we assume &=O, the momentum transfer is not well defined until a model is specified for 
the mass of the interacting medium. It is instructive to consider a limiting case before 
proceeding to a more realistic model. In the limit ma 3 00 we have the following. 

-- - p 7 i l - -  
v p - v o  U P- u- vD u 

This limit is appropriate if a vehicle pushes against an entire planet. It would apply to an 
automobile, for example (assuming the automobile carries its own oxygen and the exhaust is left 
at rest with respect to the road). For v,=O, the right-hand side approaches unity, which means 
that glJ of the initial stored energy becomes payload kinetic energy. 

The model above is not realistic because of the assumption FO. In order to control 0, 
one would need a means of storing some of the energy when fuel is burned in order to use it at a 
later time. More realistically, the energy must be used at the time the fuel is burned. Despite 
this, the calculation correctly shows that a performance benefit can be realized when a rocket 
pushes against the medium through which it travels. 

OPTIMAL PROPULSION IN A MEDIUM 

I now construct a more realistic model in which the energy from the fuel is used 
immediately to accelerate air and propellant. This implies that 

dE = y d m  

where y is the specific energy of the fuel. Also, the interacting air mass in any time interval is 
proportional to the volume swept out by the vehicle in the same interval. 

dm = pAvdt 

Conservation of momentum and energy in any time interval can be written as follows. 

mv = (m + dm)(v + dv) - (dm, - dm)v, 

E++mv* = E + d E + + ( m + d m ) ( ~ + d v ) ~  ++(dm, -dm)v; 

The quantities dm and dE, the changes in mass and stored energy of the vehicle in a time 
interval, are both negative. The density of the medium is p and the cross-sectional area of the 
medium swept up for propulsion is A .  The acceleration can be used to eliminate the time 
increment. 

dv &=- 
a 
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The reaction speed v, can be eliminated to give the following differential equation for the 
velocity change as a function of the mass change. 

-2ydm 
dv = 

The equation has been integrated numerically for constant A. p, and a to give the curves of 
Figure 1. 
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The four 
curves of Figure 1 
apply to 
atmospheric 
densities typical of 
altitudes of 20, 40, 
60, and 80 km, for a 
cross-sectional area, 
payload mass, and 
specific energy 
typical of the space 
shuttle with the 
external tank 
attached. At the 
higher densities, the 
performance graphs 
are near unity. Even 
at an air density 
representative of 60 
km, the optimal air 
pusher has a large \Figure 1. Performance of rocket augmented by pushing on bypassing air. 

performance advantage over a conventional rocket for vehicles with a high initial to payload 
mass ratio. When the vehicle is used at 80 krn, however, the advantage of air pushing is very 
little. 

OPTIMAL MEDIUM INTAKE 

We have seen that the physical performance limits are higher for a vehicle which pushes 
on its medium than for a completely closed system, particularly at low initial to final mass ratios. 
The analysis so far has not included drag. It will now be shown that when drag is included, there 
is a well-defined intake size for optimum performance. 

With drag, the momentum and energy equations are as follows. 
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mv = (m + dm)( v + dv) - (PA ,vdt - dm)v, + pA,v’dt 

E + i m v z  = E +dE+f(m+dm)(v+dv)‘  +i(pA,v’dt -drn)vf +pAdv3dt 

The drag area A, is usually related to the frontal area A with the drag coefficient. The 
effective intake area is A,. The elimination of v, can be done as before, which leaves the 
following relation among dm, dv, and dt. 

O=2ydm2 -pAavdt(2y +v2)dm-m’dv2 -pv’dt 2mdv A, +Ad)+pA,v’dt(2Aa +Ad) ]  [ (  

Instead of eliminating dt at this point, I will consider flight at constant v. This enables the 
analysis of the optimum intake size at various speeds and air densities. The full treatment of 
accelerated motion should be in qualitative agreement, except that very large intakes will be 
discouraged by the mass penalty. 

The rate of fuel consumption as a fiction of velocity for v<u is approximately 

Note that the area factors are separate from the density and velocity, so that within this model the 
intake size scales indeDendentlv of the velocitv and the density. The fuel consumption rate can 
be written 

dm -pv3F 
dt 2y 
-- -- 

where the geometric factor F is given by 

At first glance it would appear that Aa should be made as large as possible, but this is not correct, 
since 4 is not independent of &. A simple model for the areas includes an irreducible area kp 
associated with the payload. In addition, there is an intake which can be modeled as a thin 
mndus of radius r and width w. Then the geometric factor in the fuel consumption is 

(A,, + 2mw)(27tr2 + A, + 2 m )  
F =  

m2 

As an example, suppose 4=50 m2 and w=l m. Figure 2 shows the geometric factor F for this 
example. The optimal radius is 6.1 m. The intake area in this case is about 2.3 times the 
effective frontal area of the payload. When the mass is taken into account for an accelerating 
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vehicle, the optimal intake area will be somewhat smaller. Note that the minimum is such that 
the performance suffers only slightly if the radius is decreased to about 3m, but then the 
performance degrades severely for smaller intakes. For the smaller intake, the intake area is 

I 1200 3 f 

rj; 
U 

0 600 co - 

0 
I 0 2 4 6 8 10 

0 .- a 400 

0 
0) 200 a 
E 

intake radius (m) 

Figure 2. Geometric factor in fuel consumption for 
augmented rocket propulsion at constant velocity. The 
effective area for drag is taken to be 50 m. The intake is 
modeled as an annulus of thickness 1 m. 

about 60 YO of the effective area 
for drag. 

CONCLUSIONS 

Rocket propulsion is not 
ideal when the propellant is not 
ejected at a unique velocity in an 
inertial frame. An ideal velocity 
distribution requires that the 
exhaust velocity vary linearly with 
the velocity of the vehicle in an 
inertial frame. It also requires that 
the velocity distribution variance 
as a thermodynamic quantity be 
minimized. 

A rocket vehicle with an 
inert propellant is not optimal, 
because it does not take advantage 
of the propellant mass for energy 
storage. Nor is it logical to 
provide another energy storage 
device in order to realize variable 
exhaust velocity, because it would 
have to be partly unfilled at the 
beginning of the mission. 

Performance is enhanced by pushing on the surrounding because it increases the reaction 
mass and decreases the reaction jet velocity. This decreases the fiaction of the energy taken 
away by the propellant and increases the share taken by the payload. For an optimal model with 
the propellant used as fuel, the augmentation realized by pushing on air is greatest for vehicles 
with a low initidfmal mass ratio. For a typical vehicle in the Earth’s atmosphere, the 
augmentation is seen mainly at altitudes below about 80 km. When drag is taken into account, 
there is a well-defined optimum size for the air intake. 

Pushing on air has the potential to increase the performance of rockets which pass 
through the atmosphere. This is apart from benefits derived from “air breathing”, or using the 
oxygen in the atmosphere to reduce the mass of on-board oxidmr. Because of the potential of 
these measures, it is vital to model these effects more carefully and explore technology that may 
realize their advantages. 
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1. Introduction 

NASA Marshall Space Flight Center's (MSFC) Experimental Vector Magnetograph 
(EXVM) polarimeter measures the sun's vector magnetic field'. These measurements are 
taken to improve understanding of the sun's magnetic field in the hopes to better predict solar 
flares. Part of the procedure for the EXVM requires image motion stabilization over a period 
of a few minutes. A high speed tracker can be used to reduce image motion produced by 
wind loading on the EXVM, fluctuations in the atmosphere and other vibrations. The tracker 
consist of two elements, an image motion detector and a control system. The image motion 
detector determines the image movement from one frame to the next and sends an error signal 
to the control system. 

For the ground based application to reduce image motion due to atmospheric 
fluctuations requires an error determination at the rate of at least 100 hz. It would be 
desirable to have an error determination rate of 1 W z  to assure that higher rate image motion 
is reduced and to increase the control system stability. 

Two algorithms are presented that are typically used for tracking. These algorithms 
are examined for their applicability for tracking sunspots, specifically their accuracy if only 
one column and one row of CCD pixels are used. To examine the accuracy of this method 
two techniques are used. One involves moving a sunspot image a known distance with 
computer software, then applying the particular algorithm to see how accurately it determines 
this movement. The second technique involves using a rate table to control the object 
motion, then applying the algorithms to see how accurately each determines the actual 
motion. Results from these two techniques are presented. 

2. Algorithms in use for Tracking 

2.1 Centroid Tracker 

A centroid tracker works by calculating the centroid of each successive image then 
determining the shift in the centroid location from one image to the next. The centroid is 
calculated using 

wheref(i,j) is the image intensity for a given pixel2. This method involves a multiply and 
two adds per pixel. It also involves some post processing of data to remove linear trends in 
the data. 



2.2 Marek's Method 

In reference 3 a method was described which involved comparing the current image 
with a light distribution model. This algorithm has been modified to use a reference image 
instead of a light distribution model. This method works by taking an integral of errors over 
the pixels of interest. This integral is 

where f E l i , j )  is the reference image, f ( i , j )  is the current image, and x 
the peak intensity value of the reference image or the minimum if using the non inverted 
sunspot intensity profile. The location of the peak value of the current image is given by, 

is the x location of Yf 

xo = a Ex + xref , 

where a is an error parameter that must be deterrnine from the initial reference image. The 
parameter a is determined by shifting the reference image one pixel, then applying Equation 4 
with the shifted image used asf(i,j), this is shown in Figure 1 with the "dotted" line 
representing the shifted image. Figure 2 shows the difference between the reference image 
and the shifted image. In this case x, would be equal to xref + pixel size , and a could be 
determined from Equation 5. 

Sunspot hage and Shiffed hage 
250 I 1 

Pixel 

Figure 1 

Diffarence of image and Shiffed image 

3or------ 
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Pixel 
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Marek's method requires one subtraction and one addition per pixel. This is a one 
addition reduction over the centroid method and it changes a multiplication to a subtraction. 
For high end DSP processors (for ground based applications) changing a multiplication to a 
subtraction does not represent a savings in time. However for a space based application a 
DSP might be excluded because of power, size and radiation-hardening limitations. For an 
8086 Marek's method increases execution speed by nearly a factor of 20 over using the 
centroid algorithm3. 
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A savings in time of a factor of N/2, where N is the array length, can be obtained by 
using one column and one row of pixels (2-axis), as opposed to using an entire NxN matrix 
of CCD pixels. This would save time in both the acquisition of the image data and the 
processing of the data. Linear CCD arrays can also be made to a higher quality. Since a 
sunspot has an irregular shape the question arises as to how accurate this method would be? 
This issue is addressed in the next two sections. 

3. Algorithm Test Results with Computer Simulation 

To test the algorithms an image was moved using computer software then an 
algorithm was applied and the calculated image motion was compared with the known image 
motion. The image was obtained by fitting a polynomial to a sunspot image. This 
polynomial was then sampled on the subpixel level and integrated over the pixel area. Once 
the pixel value was obtained gaussian noise was added to the image. A cross section of the 
sunspot image with gaussian noise added is shown in Figure 1. The image was moved 
randomly 100 time within a specified radius. Table 1 shows movements confined to a radius 
of 1 pixel, 3 pixels on up to 15 pixels. The image was divided into 65 pixels and 256 grey 
levels were used. The error is reported as 

error report = I known movement - calculated movement I / pixel size x 100%. (6) 

Table 1. Results of Centroid and Marek's Method using 2-axis for Tracking 

If the control system works correctly the motion should be confined to a radius of less than 1 
pixel. In this region both method provide similar results and it is clear that using a 
2-axis tracking system would be sufficient. 
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4. Rate Table Experiments 

A Reticon MC9128 camera and an EPIX frame grabber were used in conjunction 
with a rate table to uniformly rotate the Reticon camera with a simulated sunspot in the field 
of view (FOV). This experiment was performed twice, once for a simple compact sunspot 
and a second time with a more complex scene. 

Figure 3 shows the results of applying Marek's method and the centroid method both 
using a 2-axis scheme. In Figure 3 an error pattern developed which repeated for each pixel. 
This pattern was produced due to a none uniform response across each individual pixel4. This 
nonlinear response produced more error than gaussian noise and is the primary limiting factor 
in obtaining subpixel accuracy. In Figure 3 one also notices that Marek's method tends to 
trail off. It eventually went to half a pixel error, see Figure 4, after moving further than four 
pixels, even though the reference image was update each time a pixel was crossed. It has not 
been determined why this occurred. 

X Position Enor us. Linear Scan 

O'* I 
0.151 1 
0.1 

2 0.05 
c 

I 

W g o  
- s * 2 -0.05 
a 

-0.1 

4.151 -0.2 0 1 2 3 4 5 6 

X Linear Scan [pixel] 

Figure 3 

X Position us. Linear Scan 

Figure 4 

Next a more complex image was used to test the two algorithms. The digitized image 
is shown in Figure 5.  The centroid algorithm was unable to track on this image. In Figure 6 
the horizontal axis represents how much the image actually moved and the vertical axis is the 
calculated movement. Marek's method was able to track on this image, which is 
demonstrated in Figure 6. Figure 7 shows the error for Marek's method. Note the centroid 
method is not shown in Figure 7 since it would be off scale. 

For a high-end DSP a subtraction, an addition, a multiply or a move between memory 
and register takes one clock cycle. Using the centroid method with a 64x64 array and a DSP 
with a clock cycle of 40ns would produce a 300 Hz rate. Using Marek's method and the 2- 
axis approach with two 256 linear CCD arrays would provide over a 10 Wz rate for image 
position error determination and increase the accuracy by nearly a factor of four over using a 
64x64 array. 
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5. Conclusiom 

Using a 2-axis approach to sunspot tracking is feasible. The critical point is that the 
error determination and control system must operate at a rate greater than the highest 
frequency of image motion. Using a DSP and Mareks method would provide a position error 
determination system that could operate well above lkHz, the rate of a high-end mirror based 
control system. 
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INTRODUCTION 
This research report is divided into four sections. The first section is related to 

participation on the team that evaluated the proposals for the X - 33 project and the 
Reusable Launch Vehicle (RLV) during mid-May; prior to beginning the 1996 
Summer Faculty Fellowship. The second section discusses the various meetings 
attended related to the technology evaluation process. The third section is related to 
various research and evaluation activities engaged in by this researcher. The final 
section discusses several success stories this researcher aided in preparing. 

Despite the fact that this researcher is not an engineer or science faculty, 
invaluable knowledge and experience have been gained at MSFC. Although related 
to the previous summer’s research, the research has been new, varied, and 
challenging. This researcher was fortunate to have had maximum interaction with 
NASA colleague, David Cockrell. It would be a privilege and honor to continue a 
relationship with the Technology Transfer Office. In addition, we will attempt to aid 
in the establishment of a continuous formalized relationship between MSFC and 
Jacksonville State University. Dr. David Watts, Vice President for Academic Affairs, 
J.S.U., is interested in having the Technology Division cooperating with MSFC in 
sharing information and working tech transfer inquiries. 

The principal benefits gained by this researcher include the opportunity to conduct 
research in a non-academic, real world environment. In addition, the opportunity to 
be involved in aiding with the decision process for the choice of the next generation 
of space transportation system was a once in a lifetime experience. This researcher 
has gained enhanced respect and understanding of MSFCNASA staff and facilities. 

EVALUATION OF RLV 
Prior to the beginning of the 1996 NASNASEE Summer Faculty Fellowship this 

researcher participated on the team evaluating the three proposals for the X-33 project 
and the Reusable Launch Vehicle (RLV) during mid-May. This researcher was 
primarily responsible for aiding in the evaluation of the industry business plans 
submitted by Lockheed Martin, Rockwell, and McDonnell-Douglas. 

TECHNOLOGY TRANSFER MEETINGS 
This researcher participated in an all-day meeting with representatives from the 

National Association of Public Administrators (NAPA) on June 19, 1996 related to 
how tech transfer is conducted at MSFC. The following day a follow-up meeting was 
held to review, with David Cockrell, William Fieselman and the Auburn University 
team, the results of the NAPA meeting. Further research and activities were 
discussed during this meeting; including the analysis of SBIR data and the 
relationship of the economy’s production frontier to job opportunities. 

Working with Jeff Cornelius, Fred Schramm and David Cockrell, this researcher 
helped with proposing a plant visitation with a major appliance manufacturer in 
Tennessee. Although the technology assistance provided by MSFC was of a sensitive 



nature, there remains an opportunity to forge a continuing relationship with the 
research and development department of this appliance manufacturer. 

TECHNOLOGY TRANSFER RESEARCH 
This researcher prepared a brief analysis and review of an article entitled, “Will 

Metrics Really Measure Up,” by Randy Barrett. The article refers to the problem of 
gaining a consensus on whether jobs creation is a good measure of technology 
transfer’s success. The author specifically questions the MSFC technology transfer 
study for extrapolating the gains reported by survey respondents to the total of the 
participating industrial partners. However, with response rates of between 30 and 50 
percent there can be no question that these responses are representative of the entire 
group of industrial partners. Moreover, non-participants were contacted by phone 
whenever possible to gain insight into the non-response bias. For instance, gaining 
further information from those businesses that did not respond answers critics claim 
that the sample of respondents is not representative. 

In addition, a brief analysis was performed comparing the RIMS II approach and 
Computable General Equilibrium (CGE) model. The working paper entitled, ‘The 
Use of Mulipliers: An Assessment of RIMS II,” by Henry Thompson and Clint 
LeNoir was reviewed. This paper was written in response to a Working Paper, entitled 
“Measuring the Economic Benefits of Technology Transfer From A National 
Laboratory: A Primer’’, by R. B. Archibald,&. of the College of William & Mary. 
The authors of the William & Mary paper advocate the use of the CGE model instead 
of the RIMS II approach to measuring the impact of technology transfer. Listed briefly 
below are three major reasons related to the advantages of RIMS II over the CGE 
model. 

(1) National versus Regional ADproach - The RIMS 11 approach, with its 
emphasis upon the regional impact of effects from technology improvements, is more 
applicable to essentially smaller enterprises that receive SBIR grants and technology 
assistance. 

(2) CGE Model’s Assumutions and Simdifications Reduce Reliability - As with 
the RIMS II approach, the CGE model is based upon assumptions and simplifications. 
But, since the CGE model attempts to derive estimates of the impact of economic 
changes upon the entire economy, it is necessary to make many more assumptions and 
simplifications leading to gross aggregations of data. The RIMS II approach, on the 
other hand, being a direct input type approach that considers primarily regional 
effects, does not need the added complexities of a greatly aggregated model in 
treating economic improvements. 

(3) Adauting CGE Model Exuensive/Difficult - It may be possible to adapt the 
CGE model for the specific purpose of measuring the impact of technology 
improvements. However, in order to keep the costs of applying the CGE model 
down, numerous assumptions and simplifications would be necessary. Indeed, the 
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model would probably have to utilize the estimates of the production function of the 
RIMS II approach. 

Another research project involved describing a simple economic model of the 
impact on the economy of technological advances by shifting outward the economy’s 
production frontier (see Figure 1). Figure 1 shows a flow chart of a simple model of 
the economy’s production frontier (Yo) in Panel A. The production frontier shows 
the ability of an economy to produce goods (Go) and services (So) with existing 
capital (KO), labor (Lo), and technology (To). The classical economic model assumes 
both capital and labor are fixed at any given time; and that technology is imbedded in 
the existing stock of capital and labor. Under these constraints, if the economy wants 
more goods is must give up some services (see graphic, Panel A). The only way to 
shift the production frontier outward is to increase capital and labor. 

However, we now recognize that technological improvements and innovation 
need not be imbedded in capital (see Panel B, Figure 1). For instance, the 
development of a computer program to, say, increase the production flow in a plant, 
or the order flow, or improve shipping or billing. All of these improvements increase 
the productivity of existing capital and labor. Therefore, technological improvements 
are capable of shifting the production frontier outward with existing capital and 
labor, as well as allowing the production of improved capital. 

Panel C, Figure 1 shows the economy with an outward shift in the proauction 
frontier as a result of, say, technological innovation. Now, with the higher level of the 
production frontier (Y l), the economy is able to produce more goods (Gl) and services 
(Sl). The outward shift in the production frontier increases job opportunities. 

MSFC Technology Transfers are contributing to the outward shift of the 
economy’s production frontier. A great preponderance of evidence gathered both by 
surveying participants in MSFC technology transfer assistance and the SBIR program 
supports the contention that technology transfer helps industry to improve innovation. 
This, in turn, enables industry to increase productivity, which allows an increase in 
the nation’s production frontier. Outward shifts in the production frontier increase 
job opportunities for the Southeast region and the entire economy. 

This researcher was also involved in attempting to determine the source of the 
often quoted ratio of $7 for every $1 spent on R & D. Upon reviewing all available 
studies, it was determined that there are several studies that are the likely source of the 
above ratio. The most likely source are two studies by the Midwest Research Institute 
(MRI) that analyzed the macroeconomics effects of the U.S. space program on 
technological progress. The study concluded that each dollar spent on NASA R&D 
resulted in returns of an average of seven dollars in GNP over an eighteen year period 
following the expenditure (W, 1971, 1988). 
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Upon reviewing the above studies, H.R. Hertzfeld, in his book Measuring Returns 
to Space Research & Develooment (1992), questions two major assumptions made in 
these studies. The first assumption was that NASA R&D was not separated from other 
R&D in the economy. MRI calculated returns for total R&D (Federal and private), and 
assumed that space R&D was the same as all other R&D. One could argue the space 
R&D carries much larger benefits to the economy due to the often “break-through” 
nature of the research. A second assumption of the MRI study was that R&D has an 
18-year lifetime from outlay to terminal value. After 18 years had elapsed in the study, 
no further returns were measured. Many NASA technologies take a longer period 
before they reach full commercial potential and impact on the economy. The above 
assumptions appear to be too conservative, which implies that the ratio for NASA 
technology transfer may be higher. But, lacking further hard evidence, specific 
numbers should be avoided. 

This researcher recommends that no aggregate figures be quoted, but instead focus 
on specific examples of successful transfers of NASA technology to the private sector. 
All that can be said of all the studies reviewed is that the economic benefits far exceed 
the costs of transferring the technology to the private sector. 

A final research activity involved preparation of a description of the statistical 
techniques used by the U.S. Bureau of Labor Statistics (BLS), Division of Labor 
Force Statistics in measuring employment in the economy. Based on a brief summary 
it is detemned that the BLS relies on two major surveys to determine the level of 
employment in the economy. These surveys are the (1) Current Population Survey 
(Households), and (2) Current Employment Survey (Establishments). These surveys 
differ in emphasis, k. household employment versus establishment employment, 
measurement techniques, and inclusiveness. Each one provides a monthly estimate of 
total employment in the economy. By tracking employment over time, these surveys 
provide a good measure of the general employment trends, especially on a revised 
quarterly basis. 

TECH TRANSFER SUCCESS STORIES 

Louis Galipeau to scan responses received from companies that received MSFC 
technical assistance for potential success stories. Several firms were contacted to 
determine the extent of help provided by MSFC, and their willingness to allow us to 
develop success stories. 

This researcher worked closely with TecMasters, Inc. (William Fieselman) and 

Currently, this researcher is working with Bob Lessels to investigate several 
potential success stories. Listed below are some of these success stories. 

(1) Soecialtv Plastics. Inc.. Baton Rouge, LA - MSFC assisting them in 
developing innovative joining and fitting technologies for advanced composite piping 
systems for the U.S. offshore oil and gas drilling industry. This story is currently in 
coordination with the company. 
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(2) A steel fabricating manufacturer in Alabama - MSFC assisting in solving 
serious welding problems in the manufacture of stainless steel sheets and trim for 
major appliances. This story is waiting for further development and verification of 
the new technology. 

The above are on going activities, with results still pending. However, they 
appear well enough along to indicate successful outcomes. The managers were 
contacted by this researcher and they appear willing to cooperate with MSFCRech 
Transfer Office in telling their stories. 

In addition, this researcher developed a positive success story related to the 
Tethered Satellite System flight. The story emphasizes the many significant 
discoveries accomplished by the exploratory experiment. Several suggestions are 
offered for handling so-called failures as an introduction to the story. 

Finally, this researcher developed a success story about the new Pratt & Whitney 
engine for the Boeing 777. MSFC, in partnership with Pratt & Whitney, helped them 
to develop a clocking system for the turbine airfoils on the new engine. This 
improvement in design allows an increase in engine efficiency of a full half-percent. 
This, in turn, saves fuel making the U.S. less dependent upon imported oil 

CONCLUSIONS AND RECOMMENDATIONS: 
On the whole all of the activities of the Technology Transfer Office that this 

researcher has been involved with are carefully planned and efficiently implemented. 
This Office is serving as a leader in targeted marketing of MSFC capabilities. In 
addition, this Office is literally breaking new ground in surveying technical assistance 
partners; and evaluating and analyzing data gathered from the returned questionnaires. 
Moreover, this Office is taking the lead in surveying and analyzing responses from 
SBIR’s. As with any pioneering effort there are critics and set-backs, but the results 
will surely satisfy the impartial reviewer. Summarized below are several observations 
and suggestions for the continued effort. 

(1) Continue developing the data base for the SBlR surveys. The Auburn “team,” 
working in conjunction with this Office and TecMasters, Inc. is a good approach. 

(2) Continue collecting and refining data collected from the tech-assistance 
surveys. The data collection process is sound; the use of the RIMS II regional 
multipliers is appropriate for the task; and the reporting process is conservative but 
realistic. 

have been helped by MSFCNASA technology transfer. Based on this researcher’s 
experience and discussions with Cathy Funston, David Cockrell and William 
Feiselman, a suggested outline of an approach for identifying and developing success 
stories is offered (see Table 1). 

(4) This researcher will continue to write about tech transfer success stories as 
they relate to investment opportunities in the weekly column, “Your Investing”. 
Currently, a story on the Lockheed Martin X-33 and RLV is being developed. 

(3) Continue to develop success stories in cooperation with business partners who 
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Table 1. Suggested Outline of Auproach for Identifving and Develouing Success 
Stories 

Listed below is a suggested outline for an Zpproach for identifying and developing 
new technology transfer success stories. 

A. Periodic review by TecMasters, Inc. of all returned questionnaires from 
enterprises receiving technical assistance from MSFCNASA in the Southeast 
region to: 

1. Identify potential success stories. 
2. Identify respondents with unusually large employment or 

revenues numbers. 

B. There is a need to create a position of Success Story Coordinator, who would be 
responsible for the following. 

1. Screening all possible success stories from all sources by verifying: 
a. The nature of the problem worked , 
b. The extent of MSFCNASA help in solving the problem, 

determine progress, need for further technical assistance, or possible 
release of the story. 

3. Schedule a Ouarterlv Review Luncheon to be held with Lab POC’s 
to discuss actual or potential success stories. 

4. Check to see if there are human interest stories, such as medical 
developments or environmental benefits. 

2. Maintain a time-sensitive matrix of all potential success stories to 

C. Upon closure of Space Act Agreements and Cooperative Agreements, a 
summary of potential success stories should be provided by the responsible parties 
to the Success Story Coordinator. 

1. The State Representatives should alert the TAB Board of any potential 

2. The TAB Board should verify and pass along possible success stories to 

3. Success Story Coordinator should participate in TAB Board meetings. 

success stories. 

the Success Story Coordinator. 

D. The person devoted to writing success stories should be responsible for: 
1. Verifying all information on success stories with success story 

Success Story Coordinator, the LA Office, the Lab chief, 
and the customer with appropriate signatures. 

2. Writing and publishing the final success stories 
3. Publishing success stories in Tech-Tracs. 
4. The assistant should be responsible for maintaining a spread sheet record 

of all success stories submitted for publication by State, SIC code, and 
topic for easy reference. 
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The infrastructure of an integrated Virtual Reality environment for 
International Space Welding Experiment 

1. INTRODUCTION 

This study is a continuation of the summer research of 1995 NASNASEE Summer Faculty 
Fellowship Program. This effort is to provide the infrastructure of an integrated Virtual Reality (VR) 
environment for the International Space Welding Experiment (ISWE) Analytical Tool and Trainer and the 
Microgravity Science Glovebox (MSG) Analytical Tool study. Due to the inavailablility of the MSG CAD 
files and the 3D-CAD converter, little was done to the MSG study. However, the infrastructure of the 
integrated VR environment for ISWE is capable of perfonring the MSG study when the CAD files become 
available. Two primary goals are established for this research. First, the essential peripheral devices for 
an integrated VR environment will be studied and developed for the ISWE and MSG studies. Secondly, 
the training of the flight crew (astronaut) in general orientation, procedures, and location, orientation, and 
sequencing of the welding samples and tools are built into the VR system for studying the welding process 
and training the astronaut. 

2. EXPERIMENTAL APPROACH 

The objective of the infrastructure of the VR environment is to integrate the essential peripheral 
devices into the VR system and provide the procedures and orientations, and locations of the welding 
samples and tools. There are five peripheral devices studied in this research: the Polhemus Fastrak 
sensors, the 6-DOF Spaceball, the MSFCKAVE RMS hand controller HC-Hand, the VPL Dataglove 
model II hand, and the mouse. The device drivers of the 6-DOF Spaceball, the Polhernus Fastrak sensors, 
and the mouse are provided by the Sense8 WorldToolKit. The device driver of MSFCKAVE HC-Hand 
and the VPL Dataglove model II hand are studied and developed as part of this research effort. One of the 
Pol hemus Fastrak sensor is attached to the Kaiser Electro-Optics Vim 1 OOOHRpv Head-Mounted-DispIay 
(HMD) to track the head movement of the user. While the other Polhemus Fastrak sensor is attached to 
the VPL Dataglove to track the hand movement of the user. The Dataglove hand gestures are defined to 
rotate the drum, pick up, carry, and release the welding tools. The Dataglove hand gestures are also used 
to select button commands from the control panel. Texture mappings are attached to the buttons of the 
control panel to simulate the ISWE button selection. The texture mappings of all sides of the drum, 
buttons, and the control panel are attached to the polygons to improve the realism of the ISWE model. The 
MSFC/CAVE RMS hand controller HC-Hand consists of two 3-DOF devices. The left hand is used to 
control the X, Y, and Z coordinates of the navigator, while the right hand is used to control the Pitch, 
Yaw, and Roll of the navigator. The HC-Hand control button is used to switch among the navigation 
modes.. The coarsehernier switch is used to control the speed of the navigation. The two momentary 
switches are used to rotate the drum and the astronaut. The HG-Hand is connected to the RMSPC analog- 
to-digital device and the digital data are sent through the network to the VR system. This also provides the 
remote control capability of the VR system as well as the remote networked simulations. This HC-Hand 
can ais0 be used in the VR environment for the networked battle field simulations by attaching each HC- 
Hand to an individual soldier. Since the data is sent through the network, it is not limited by the number 
of the serial ports available of the VR system. The 6-DOF Spaceball not only provides the X, Y, Z, Pitch, 
Yaw, Roll six degree of freedom, but also provides eight buttons keys for simulation tasks. Two of the 
button keys are used to increase and decrease the sensitivity of the sensors. One button key is used to 
switch among the object pieking/moving/flying modes. One button key is used to zoom all the universe. 
While the other button key can be used to define tasks for specific VR applications. The mouse is used to 
navigate through the ISWE as well as the pickinglmovinglflying dynamic objects. 

The tasks of the ISWE study includes: 
1. To perform the viewing analysis of the ISWE model. 
2. To navigate the astronaut along the Y-axis of rack-rail and to yaw to the left and right. 
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3. To rotae the drum of ISWE model. 
4. To pick up the welding tools, move to the drum area, and perform welding process. 
5. To perform the specific tasks by selecting the buttons from the control panel. 
6. To view the safety of the work performed by the other astronaut. 
7. To perform the orientation and position as well as welding process as the astronaut. 

In the ISWE study, the movement of astronaut, foot stand slider, control panel, buttons, welding 
tools, and the hand should be done simultaneously. In this VR environment, the buttons, control panel 
and astronaut are attached to the foot stand slider. The hand is attached to the astronaut when the VR 
system is in the astronaut moving mode, and attached to the viewpoint when it is in the free navigation 
mode. The welding tools are attached to the hand when they are intersected by the index finger tip and a 
grab gesture is made. The welding tools are released when the release gesture is made. In the astronaut 
flying mode, the position and orientation of the navigator is set to the astronaut while the VR system 
remains in the flying astronaut mode. A stereo mode VR environment is also studied and developed by 
interleaving the two rendering images to each eye to achieve the 3 0  stereo vision effect. All the peripheral 
devices used in the above mentioned immersive VR environment can be used in the stereo mode VR 
system except the HMD. Instead, a pair of Crystdeyes shuttle glasses are used to view the stereo ISWE 
model. The advantage of stereo mode VR environment is that it can be viewed by several people 
simultaneously. It is very attractive in the viewing analysis review and training applications. It is also 
very valuable in the educational environment because it can be used by many students simultaneously with 
a relatively low cost. In the immersive VR environment, the VPL dataglove and HC-Hand should be 
used as the major sensors. While in the stereo mode VR environment, the 6-DOF Spaceball, VPL 
Dataglove, as well as the HC-Hand are served equally well to navigate through the universe and 
manipulate the dynamic objects. 

3. CONCLUSIONS 

The Summer Faculty Fellowship has been really challenging and interesting. A lot of difficult 
tasks have been studied and solved at great pleasure. It has been thrilling from time to time when great 
break-throughs were made. I am eager to take my research and experience back to Alabama A&M 
University Computer Information Science Department to share with fellow faculty, administrators, and 
students. The infrastructure of an integrated VR environment for ISWE built at MSFWCAVE can be used 
as the teaching material of the Virtual Reality course at AAMU graduate school. It can also be used as the 
foundation of my three years research project from NASAMSFC Equal Employment Office -- 
Development, Assessment, Validation and Evaluation of Human Anatomy Instruction (DAVE). 
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The focus of this research has been to determine the effectiveness of applying parallel processing 
techniques to a sizable real-world problem, the simulation of the dynamics associated with a tether which 
connects two objects in low earth orbit, and to explore the degree to which the parallelization process can 
be automated through the creation of new software tools. The goal has been to utilize this specific applica- 
tion problem as a base to develop more generally applicable techniques. 

The Tether Dynamics Problem 

described in the NASA technical report outlined in reference [ 11 where it is assumed that two end bodies, 
each of point mass, are interconnected together via a nonconductive tether. It is also assumed that the tether 
is to be deployed by following a given deployment/control law and at least one of the end masses contains 
a finite amount of undeployed tether. The tether is assumed to be homogenous in composition, linearly 
elastic, and relatively thin, and the model also considers the logitudinal elasticity and bending stiffness. 
Software Description 

A comprehensive serial simulation of the tether dynamics problem has been developed by John 
Glaese of Control Dynamics Corporation. Throughout this research this simulation was used as the "gold" 
standard by which the accuracy of parallel versions of this simulation were measured. A general overview 
of the derivative €unction calculation portion (i.e. main loop) of this software is shown below in Figure 1. 
ADDroXimately 800, Lines of source code from the Control DvnamiCS simulation were converted into a 

The basic tether deployment model, which served as a test-bed application for this research, is 

P iudo  C s y n k  to be used by the automatic parallelization software. 
uatox0 

Computes tbe absolute tether coordinates I + 
dePlex0 

Computes tk time &pendent quantities: I 
I (1) undefameddefoormed tether length, (2) deployment velocity, (3) deployment acceleration, (4) rnm of shuttle of the Shear faces I Options Implemenbxk 

(1) constant tether length, (2) amstant deployment velocity, (3) constant deployment acceleration, (4) exponential deployment 
law, (5) SFBs deployment pmHe 

I 

micompO Computes the shuttles and subsatellite inverse inertia matrices I 

Computes the effects of the extemal pertubations including: 
n-spherical earth poteatid. (3) third body attraction (sun & mwn), (4) solar radiatios 

4 
kinema20 comuutes the kinematic denus and rocket term I 

normal20 
c~u~themrmalforcetemrcl:  

Figure 1 : Overview of the Main Loop of the Tether Dynamics Simulation 
Automatic Parallelization 

To facilitate the pardlelization of this type of problem on arbitrarily-connected multicom- 
putin environments, a software tool called the Automated Partitioning and Mapping Engine, 
A P d ,  was created. It functions in conjunction with a task allocator to automahcally create effi- 
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cient allocations encoded through the source-level files that it produces. The APME software requires that 
the user enter two a plication-de endent in ut files, and it produces two types of source-level output files 

and hardware characteristics of the s stem, and the Dynamic System Description File which descri e the 

and a number of High-Level-Language Files. In this research, the FORTRAN representation of the tether dynam- 
ics problem was transformed manually into the required CSSL form. The format of these files is described in some 
detail in reference [2] with additional constructs being added such as the $mapping section which describes how the 
problem is to be spacially mapped to the hardware which is described in the hardware topology file. In addition to the 
automatic decomposition of the problem along spacial domains the APME software also allows the selection of a 
number of parallel integration algorithms. At this point in the research, the APME software is approximately 70% 
complete. 

E as shown in Figure 5 . The input i7 les are c d e d  the Hurdwure Topology File which describes the to ology 

structure of the simulation in CSSL r orm [2]. The output files mclude a set of System Conjigurution Files 

Figure 2: Proposed Automated Partitioning and Mapping Tool 
IItargeted Parallel Processing Environment 

A small INMOS Transputer based system was used to determine the effectiveness of applying auto- 
matic parallelization to this general application domain. It served well in this capacity since it has many 
features that are present in other multxomputer architectures which have more powerful processors, while 
at the same time being a low-cost alternative to other commercially available arallel systems. Addition- 

late a wide range of static topologies. This is accomplished, as shown in Figure 3, by superimposing the 

present within the system. The base system had a total of ten T805 Transputers, with each Transputer giI av- 
crossbar-connected links with the static links associated with the underlying fixed linear array topolo 

mg four bidirectional 20 Mb/s ports, two of which are used for the static connections and two of which are 
connected to the crossbar switch. 

ally, the Transputer system possesses a reconfigurable interconnection networ R which can be used to emu- 

n n 

I 
I I 

Figure 3: Targeted Parallel Processing Environment 
Spacial Decomposition 

The FORTRAN simulation of this model has been created by first transforming the equations of motion 
which describe the tether dynamics onto a new coordinate system which runs along the undeformed tether (it should 
be noted that transformations have been derived which map the underlying deformed tether model onto the more 
general deformed representation). This allows the set of partial differential equations to be converted into a set of 
ordinary differential equations by setting up a normalized coordinate system along the tether and discretizing at and 
exactly in between equally spaced (on the undeformed tether) nodal points. The resulting equations represent the 
individual nodal positions and velocities which given the position and velocity of one of the end bodies can be trans- 
formed to any viable coordinate system (see Figure 4). 

XLIX-2 



Mapping Function: ) + I  
nodenumber - 1 

n processor number = in t( 
Figure 4: Spacial Decomposition of the Tether Dynamics Simulation 

The underlying implications from a parallel processing point of view is that the amount of computa- 
tion grows in proportion to the number of nodal points (i.e. the algorithm is O(n) which is low-order polyno- 
mial) which in turn is somewhat proportional to the spacial resolution of the simulation. Additionally, the 
hite difference transformation results in a nearest and next-nearest neighbor communication pattern being 
present within the model if it is decomposed spacially along the undeformed tether; this maps well to a sim- 
ple ring type topology which is highly desirable because of its low cost and high scalability. 

Since the scope of the problem did not allow the modification of AF'ME software to be completed 
by the end of the fellowship period, the parallel performance of this application was examined by profiling 
the APME-produced sequential simulation, and by evaluating the communication latency and bandwidth of 
the Transputer network. The following represents the results of this analysis under the following assump- 
tions. 

1) the mapping function of Figure 4 is used to place the nodal points on each Transputer, 
2) the Crossbar Switch is statically codgured into a virtual ring topology, 
3) communication between processors is synchronous with no buffering of messages being allowed 

4) no single processor is allowed to simultaneously send and receive data to or from more than one 

5 )  only simple store-and-forward routing of messages is supported, 
6)  cut through routing is not supported (if a communication must pass through an intermediate pro- 

(blocking reads and blocking writes are the only communication mechanisms employed), 

other processor, 

cessor explicit communications must be scheduled on that processor to perform the echoing of the 
data through to the next processor along the communication path), and only ONE message can be 
sent through a link at a given time. 

Table 1 highlights the results of this analysis for the arbitrarily chosen real-world case where it is 
assumed that a SEDS deployment scheme is employed, the model accounts for logitudinal deformations, the 
tether is inextensible, bending stiffness is neglected, nonspericity is included, third body perturbations are 
neglected, atmospheric drag is included, diurnal and latitudinal effects are included and the radiation pres- 
sure is neglected. As shown in the second column of Table 1, during this analysis the time complexity for a 
portion of the simulation model was found to be linear with respect to the problem size but could not be par- 
allelized without altering the algorithm. While it is believed that this section can be effectively parallelized, 
without significant loss of accuracy such investigations were reserved for future research. 

In addition to characterizing the time complexity of the workload, the table shows the type and cost 
of each communication which is required when the mapping hc t ion  of Figure 4 is implemented. Given the 
aforementioned sequential portion of the code no issoefficiency function [3] can exists, implying that the 
efficiency will steadily decrease as the number of processors increases, but significant speedups can still be 
obtained. Figure 5 shows the fixed workload, fixed time, and fixed memory speedups [3], where it can be 
observed that the speedup associated with a fixed size problem of 200 nodal points reaches a maximum of 
11 for a value of 42 processors, and the fixed time and fixed memory speedups both approach a value of 20 
as the number of processors is increased from 1 to 100. It should be noted that applying new algorithmic 
techuiques to the aforementioned sequential portion would result in all three speedups monatomically 
increasing as the number of processors increases in a linear manner making this problem highly scalable. It 
should also be noted that there exists a region from 1 to 10 processors in which the speedups are highly lin- 
ear and efficiencies approach 80%. This region can be exploited at this time without changing the algorithm. 

Figure 5 also shows the effects of communication channel latency on overall speedup. If the latency 
is set to a value which is considered typical of many parallel processing systems then severe performance 
degradation will be observed. This strengthens the case for the development of low latency environments, 
even if it comes with the price of decrease communication bandwidth. 
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Table 1: work load and communication time parameters -- spacial decomposition 

Communica- TS05-30 System 
(ring topology) 

c 

workload e ( K 1  + K 2 )  nodes + C floating point operations Cdv) =Tmputer Communication Time = 4.8V + 2.5 mS 

0 10 40 50 80 100 
Number of Transputers, a 

Fixed Work Load Speed Up Fixed Time Speed Up Fixed Memory Speed Up 

Tl (nodes )  T l (nodes )  T l (nodes )  

Tn(nodes) Tn(nodes) Tn(nodes) 
S f w n  = Sftn = S f m n  = 

where, Wh-, where, 

nodes = 200teknodalpints(fixed). nodes setmchthat T1(200) E Tn(nodes) ilumberoftehnodalpintskpmportionalton. 
(specifically, nodes = 20011) 

Figure 5: Projected Speedups of Spacial Decomposition of Tether Simulation 

Parallel Integration Algorithm 
In addition to spacially decomposing the problem the underlying algorithm of the simulation, inte- 

gration, can itself be parallelized. For example, it has been determined by a number of researchers that it is 
possible to create parallel versions of the basic predictor/corrector algorithms. One such set of such algo- 
rithms is the so-called Block Implicit Methods outlined in reference [4]. This method divides the simula- 
tion into blocks of time, where each block Contains a set of equally spaced solution points. Parallelism is 
obtained by permitting the equations for each solution point within a block to be concurrently processed. 
With parallel block predictor-corrector algorithms (see Figure 6), each solution point results fiom the exe- 
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cution of one predictor and one corrector equation where all of the predictor equations associated with the 
solution points for a given block of time can be processed concurrently. 

EWP a Yo"....:- EWP 3 Yo" ... Y,"- EWP 3 Yo"....,"- 
c c  F; ... FC n-1 NWP * Y , " - ~  F ~ . . . F  n- 1 

0 . 0  

0 . 0  

EWP *Yo" F; E W P J Y Y  F:: Y,"- 1 FnC- 1 

Figure 6: Structure of Parallel Block PredictorlCorrector Algorithm 

this problem shows very promising results for the case of 1 to 10 processors. It is important to note that the 
parallel version of the algorithm has similar accuracy characteristics when compared to its serial counter- 
part but has inferior stability. This decreased in stability limits such algorithms applicability to implemen- 
tations with 10 or few processors. It is possible to utilize parallel integration algorithms in combination 
with spacial decomposition techniques to have a multiplicative effect on overall performance. This is an 
area for future research. 

As shown if Figure 7, the effects of applying the Null Weight Predictor/Corrector Algorithm to 

9 

0 

Figure 7: Projected Speed Up for Parallel NWP Block Predictor Corrector Algorithm 

This research has shown that effective parallel representations can be obtained for sizable real- 
Conclusions 

world problems such as this tether dynamics simulation using either spacial data domain decomposition 
techniques and/or parallel algorithmic techniques. This is importaut since it is expected that the simulation 
needs for these types of problems will continue to expand much faster than the raw computing power of 
our sequential computing resources as we explore much more complicated scenarios. Future research 
should be directed to develop new algorithmic techniques (both sequential and parallel), improve and 
develop new automated software tools such as the AFME, and develop simulation paradigms which utilize 
existing suppercomputing facilities and networked hardware resources such as FC/Workstation clusters 
(with the possible addition of low-latency communication hardware facilities). 
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Introduction 

The study of the magnetosphere is a 400 year old science that began with the 
publication by Gilbert, in 1600, of his hypotheses that the Earth was a giant magnet. 
Since then we have learned many things about the magnetosphere, particularly in the last 
40 years of the space age, but we still have many unanswered questions. In spite of the 
many thousands of observations of this system we still lack a global understanding of 
how it works. This is due to its large size and tenuous nature that mean that any 
measurement made of the fields or particles involved only give one a knowledge of the 
local conditions at a given time. To gain a global perspective through such observations 
would require the simultaneous operation of thousands of satellites spread throughout the 
magnetospheric system in addition to observations made on the ground. Such a program 
would be impractical at least from financial considerations. What is needed for the 
advancement of magnetospheric physics is to develop the same capabilities that 
astrophysicists, solar physicists and meteorologists have been using for years --- the 
ability to stand back from the object under study and see it in its entirety. 

The challenge for doing this for the magnetosphere is that the particle densities are 
very low and the material is, for the most part, not luminous. In the last 25 years several 
ideas have been proposed that would allow at least the imaging of certain portions of the 
magnetosphere. These include imaging of the plasmasphere through the resonant 
scattering of solar 304 A from Hef ions, imaging of various hot plasma populations (i.e. 
the ring current, plasmasheet, upflowing ionospheric ions, etc.) from the neutral atoms 
that result when ions of these populations charge exchange with the hydrogen geocorona, 
and imaging the aurora at various wavelengths in the far ultraviolet. In addition a novel 
technique for probing various boundaries in the magnetosphere by bouncing low 
frequency radio waves off of them has been extensively studied. Such a technique is 
analogous to the way the under water world can be probed with sonar. 

About five years ago NASA convened a science working group to study the 
possibility of flying a magnetospheric imaging mission. This resulted in a number of 
proposals for such a mission, one of which was selected to be the first MIDEX mission, 
to be launched in early 2000. The mission is called IMAGE (Imager for Magnetopause to 
Aurora Global Exploration) and its P.I. is J. Burch at SwRI. The IMAGE spacecraft will 
carry imagers to view the plasmasphere, aurora, ring current, inner plasmasheet, and 
upflowing ionospheric ions as well as a radio sounder to probe the location, shape and 
dynamics of the magnetopause, plasmapause, etc, Between its selection last April and 
the non advocacy mission review, which takes place next spring, the IMAGE teams needs 
to further refine the design of the mission and its instruments. The theory and modeling. 
(T&M) subgroup of this team has the task of demonstrating what kind of images the 
instruments on IMAGE will see as well as showing that useful scientific information can 
be extracted fiom such images. 

As a central element to the efforts of the T&M subgroup we have decided to 
simulate and create synthetic images for the magnetic cloud event of October, 1995. In 
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this event a large cloud, with high plasma densities and strong magnetic fields, ejected 
from the sun collided with the earth's magnetosphere triggering a three day period of 
intense magnetic storms and substorms. This event was observed from a number of 
different spacecraft and on the ground so we have a good data set to work with. In our 
work we wiIl place the IMAGE spacecraft in the magnetosphere on its proposed orbit, 
with its proposed instruments, to see what it would see had it been there. Existing 
models of the plasmasphere, ring current and magnetopause will be run for this event to 
give the structures for the imaging instruments. There are several models which are 
lacking and which need to be developed. These include a model for the cusp, the inner 
plasmasheet and the upflowing ions. My task this summer was to develop the upflowing 
ion model and use it to create synthetic images. 

The Model 

O+ and Hf ions in the ionosphere typically have low energies, often less than one 
eV. The LENA (Low Energy Neutral Atom) imager will have a low energy cutoff of 10 
eV and will not be able to see such ions unless they are energized up into the range of lo-- 
300 eV. This happens frequently in the auroral zone and cusp regions in the ionosphere 
where energy, in the form of precipitating energetic electrons, ions and currents, is 
deposited by various processes in the magnetosphere. The amount of ions flowing out is 
dependent on the amount of energy flowing in and both go up as magnetic activity 
increases. In the model that I developed the first task was to define the source function. 

For this h c t i o n  I assume that all energized ionospheric ions are launched from an 
altitude of 1000 km. At that altitude the velocity distribution of these ions is assumed to 
be bi-Maxwellian with a perpendicular temperature 10 time larger than the parallel 
temperature. This is equivalent to assuming that all of the ions are energized by waves 
(ion cyclotron or lower hybrid) whose k vectors are nearly perpendicular to B. Next I 
assume that the upward ion flux in the auroral zone and polar cap is proportional to the 
downward energy flux of the precipitating auroral electrons. The pattern for this flux was 
taken from the model of Hardy et al. (1987). In the auroral zone at the 1000 km 
boundary, I assume that the upflowing ions have a perpendicular temperature of 300 eV. 
In the polar cap this value is 50 eV and in the cleft ion fountain the value used is 10 eV. 
The total ion flux from the auroral zone and polar cap is taken to be that given by the 
expressions obtained by Yau et al. (1988) based on 6 years of EICS data from DE 1. 
These expressions are 

F (O+) = exp[O.Ol (F~oJ-~OO)] exp(0.5 Kp) ions/s 

F (H+) = 2.5 X exp[-0.0027 (F10.7-100)] exp(0.23 Kp) ions/s 

where Kp is an index which measures magnetic activity and F10.7 is an index which 
measures the EUV output of the sun. For the cleft ion fountain the total O+ flux was 
assumed to have a constant value of 1025 ions/s and the Hfflux had a value of 2.5 X 
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1024 ion&. The location and size of the cleft ion fountain was taken from the De 1 
observations as reported by Giles et al. (1994) and Pollock et al. (1990). 

Once ions leave the lower boundary at 1000 km they flow upward along the 
magnetic field lines and drift across these field lines. Throughout the region which I 
modeled (above 500 magnetic latitude and out to a geocentric distance of 5 RE) I assumed 
that the magnetic field was dipolar. I also assumed that the electric field was only 
perpendicular to the magnetic field. As a result ions will drift across the magnetic field 
due to the curvature, gradient and E X B drifts, all of which were included in the particle 
equations of motion. The equations of motion used in the model were the guiding center 
equations as developed by Delcourt et al. (1988). Since I assume that B field lines are 
equal potentials (no E parallel) the electric field throughout the volume of interest is 
defined by the electric potential in the ionosphere. In the current version of the model the 
Volland (1978) model for this potential is used. Later versions will be updated to the 
Heppnard Maynard model used in the Rice convection model. 

The code which implements this model does the following. The ionosphere at 
1000 km is subdivided into about 1000 small regions within which the upflux of H+ and 
O+ ions is assumed constant. From each of these regions 20 ions, whose initial energies 
and pitch angles are chosen from the assumed velocity distribution , are launched and 
followed until they leave the region. At each step along the way their energy and pitch 
angle are found and a 5 dimensional array, which contains the ion flux as a function of 
position, pitch angle and energy, is updated. The process of updating this array is 
continued until all particles from all regions have been launched and tracked through the 
simulation region. Since the particles are not all followed simultaneously, or on the same 
time step, the solution found is a steady state solution. 

Once the five dimensional ion flux function has been found for both H+ and O+ it 
is converted into an ENA flux function for neutral H and 0. The reactions which produce 
this results are 

o++ H = o + H+ cross section = 1.5 X 10-15 cm2 

H+ + H = H + H+ cross section = 3.0 X 10-15 cm2 

In these reactions there is very little e n e r -  exchange between the ion and the hydrogen 
atom so that the velocity distribution of the ions is directly translated into the velocity 
distribution of the neutral atoms. The neutral hydrogen with which the ions react is part 
of the earth's geocorona. The production rate of the energetic neutrals will therefore 
decrease as one moves away from the earth because of the decreasing density of the 
hydrogen. The model for this density b c t i o n  used in this work is that of Rairden et al. 
(1 986). 

Once the ENA flux function is available it is possible to create images of this flux 
by using a line-of-sight integration code since the medium is very tenuous and one can see 
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all the way through it. The code used was one developed by D. L. Gallagher here at 
MSFC. To run the code one gives it a luminosity flux function, in the form of a 
subroutine, the position of the spacecraft, its viewing direction and characteristics of the 
camera such as angular resolution, effective area and field of view. The code returns a 
sky map of the flux into the inssUment for each pixel bin. 

Images of Upflowing Ions 

Figure 1 is a sequence of images of the outflowing H+ ions whose energies lie 
between 128 eV and 300 eV (high energy channel of the LENA instrument). The numbers 
with each image are the times, in UT, when the image was made. These times correspond 
to an interval near the most intense part of the magnetic storm triggered by the October 
1995 magnetic cloud event when the IMAGE spacecraft is approaching perigee from the 
northern hemisphere. The intensity scale is an inverted gray scale where black represents 
the most intense fluxes and white the least intense. The black circle in each figure is an 
outline of the earth while the small plus sign indicates the direction toward the north 
magnetic pole. 

\2:15 ) 

1 2.30 1 

ENNs 

1000.0 
100.0 

10.0 

1 .o 

Figure 1. A sequence of H+ ENA images from a fime period during the most 
intense portion of the magnetic storm. 

L-4 



For this time interval the Kp is about 7 and F10.7 is about 80. The H+ flux from 
the auroral zone and polar cap is 1.3 X 1026 ions/s and from the cleft ion fountain is 2.5 
X 1024 ions/s. The corresponding O+ fluxes are 2.7 X 1026 ions/s and 1025 ions/s 
respectively. Although the auroral zone fluxes dominate the cleft ion fountain it is 
possible to see this source in the lowest energy channel (10-23 em. 

One of the things that the sequence of images in figure 1 demonstrates is that 
during intervals when the IMAGE spacecraft is passing close to the earth and the 
direction from which it is viewing the upflowing ions is changing rapidly it may be 
possible to use tomographic techniques to reconstruct the ion flux function from the 
images. In a single image the pitch angle distribution of the ions at a given point on a 
given field line is sampled at only one pitch angle. This same field line is also sampled at 
other pitch angles at other locations. (The pitch angle sampled is determined by the angle 
between the look direction and the magnetic field.) It may be possible to fill in the total 
pitch angle distribution at all points along the field line by adiabatically mapping the 
observed flux at one point to other points along the field line. If only one field line were 
emitting ENA than a complete reconstruction of the pitch angle distribution along the 
whole field line would be possible with a single image. Because the counts in a single 
pixel would, in general, not come from a single field line a sequence of images, taken from 
different vantage points, would be needed as a minimum to sort out what comes from a 
given field line. 

It is clear that much work with these images needs to be done. 
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INTRODUCTION 

High Gradient Furnace with Quench (HGFQ) is being developed to facilitate metals 
processing experiments aboard the International Space Station. The general furnace schematic is 
depicted in Fig. 1. The sample is centered in an annular furnace and is held fixed during 
processing. The furnace itself is made to translate over the sample. Once in process, heat will 
flow through the sample from the Heater Zone to the Chill Zone. If operating conditions are 
correct, the solidification interface will stand in the gradient zone. Objectives of the HGFQ 
process are to provide a high gradient for the solidification with the solidification interface 
properly positioned in the gradient zone. 

At the recent RDR for HGFQ, one of the panelists raised the question about the suitability 
of HGFQ for potential future PIS. Specifically, it was stated by the design team at RDR that the 
present HGFQ design would provide a radius of curvature of the solidification interface of at least 
one sample diameter. The RDR panel argued that this was too small, and that most investigators 
would need a radius of curvature larger than this. 

The requirements established by the current PIS are shown in Table 1. Note that these 
requirements do not contain any specification about the interface shape. However, these 
requirements do define the envelope of operational parameters for HGFQ. 

The objectives of the present investigation are to 1) determine a suitable means of 
quantifying the interface shape, and 2) investigate the interface shape and how it is affected by 
processing parameters. The processing parameters to be considered are 1) sample material, 2) 
sample diameter, and 3) gradient zone length. 

COMPUTATIONAL METHODS 

The computer package FIDAP was used to investigate the process. FIDAP is a general 
purpose finite element analysis program which is especially applicable to heat transfer problems 
involving fluid flow. The current investigation does not make use of FIDAP’s fluid flow analysis 
methodology, but in future the convection in the sample during ground-based testing could be 
simulated by adding this feature to the present model. 

Heater Zone 
Chill Zone Gradient Zone 

Figure 1. Furnace Schematic 
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TABLE 1. PI Requirements for HGFQ 

From RDR - values listed appeared in different talk segments 
From RDR 
Lettedfax from David Poirier to Dorothy Hubbard dated June 21, 1996 
Letter/fax from David Poirier to Dorothy Hubbard dated June 27,1996 
Letter/fax from Rohit Trivedi to Dorothy Hubbard dated July 3,1996 

The computational approach employed is to fix the sample at a location and compute the 
steady-state temperature distribution in the sample and the furnace. After the temperature field is 
obtained, the solidification interface is identified by the temperature contour corresponding to the 
phase change temperature. 

The steady-state mode is believed to closely approximate the temperature field during 
“slow” processing of the sample. Obviously, at higher translation velocities the nonstationary 
effects will become important. 

RADIUS OF FLATNESS 

A suitable measure of the shape is needed in order to compare results from different cases. 
The most intuitive might seem to be the radius of curvature, obtained by passing the equation of a 
circle through 3 consecutive points. However, this measure of curvature can result in unrealistic 
implications of flatness, particularly where an isotherm curves at the wall. A better idea is the 
radius of flatness (RoF) which is defined to be the radius of a circle passing through the point on 
the centerline, any point off the centerline, and its mirror image on the other side of the centerline. 
Calculation of the radius of flatness is accomplished via: 

R = (y2 + dx2)/2dx 
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Calculation of the RoF will result in a distribution of flatness across the thickness. This 
distribution is depicted in Table 2. for a typical case. The RMS average of these is computed and 
used to quantify the shape of the interface. 

TABLE 2. Radius of Curvature and Radius of Flatness 

R 

0.0000e+00 
6.194Oe-04 
1.2388e-03 
1.858 le-03 
2.4775e-03 
3.0969e-03 
3.7 162e-03 
4.3 3 56e-03 

RMS-> 
AVg-> 

RESULTS 

lOCal 
ROC 

3.6k-02 
5.27e-02 
8.99e-02 
2.94e+OO 
2.5 le-01 
1.38e-02 
5.23e-03 
1.20e-02 

l.O5e+OO 
4.2569e-01 

diams 

3.7 
5.3 
9.1 
297.1 
25.3 
1.4 
0.5 
1.2 

105.5 
43 .O 

local 
RoF 

3.64e-02 
1.53e-02 
1.14e-02 
1.15e-02 
1.27e-02 
4.48e-03 
1.68e-03 
1.33e-03 

1.58e-02 
1.1839e-02 

global 
diams RoF 

3.7 
1.5 
1.2 
1.2 
1.3 
0.5 
0.2 
0.1 

3.64e-02 
4.30e-02 
4.98e-02 
5.98e-02 
7.2 1 e-02 
6.3 le-02 
4.13e-02 
3.24e-02 

1.6 5.14e-02 
1.2 4.9746e-02 

diams 

3.7 
4.3 
5.0 
6.0 
7.3 
6.4 
4.2 
3.3 

5.2 
5.0 

The baseline configuration for calculation is as follows: 

Steady-State Analysis 
25% Processed Sample 
Crucible (no gap or cartridge) 
Argon atmosphere 
PAN coupling to chill block 

900 W/m -C cooling on back of chill block 
1373 K Hot Zone Setpoint 

2 

(1 123 K for Stefanescu and Pb 23%Sn) 

The results for the baseline calculation are seen in Table 3. The smallest curvature results for the 
case of Stefanescu, and that is because the solidification occurs outside the gradient zone. For 
any of the alloy system, the radius of flatness is much larger. 

Table 4 shows the results of varying the sample diameter for the Al4.5%Cu system. Note 
that shrinking the diameter increases the axial gradient, but has an adverse effect on the interface 
curvature. 
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Table 5 shows the effect of an increased gradient zone length on the Al4.5%Cu alloy. For 
the 1100 C setpoint, the gradient is reduced, and the RoF is in fact increased slightly. For the 
850 C setpoint, the RoF is increased slightly, and the gradient is increased slightly as well. 

Material PIS 

Al An 

Al4.5%CU Po/Tr 
Al15%Cu Po/Tr 

AI St' 

Pb 23%Sn Po' 

CONCLUSIONS 

Location Gradient 
(cm) Clcm 
10.1 122 
15.1 33 
9.7 1 100 
9.49 110 
8.34 120 

Radius of Flatness values for the liquidus isotherm of different aluminum alloys processed in 
HGFQ range from 3.1 to 1 1.1 sample diameters under baseline conditions. Decreasing sample 
diameter does not appear to be a means of increasing RoF. Increasing the gradient zone length 
appears to provide a means for increasing RoF. 

Diameter 

1Omm 
1Omm 
6mm 
6mm 

Hot Chill Location Gradient RoF RoF 
Zone Block (Liq) Liq Sol 
(e) (C) (cm) Clcm (diams) (diams) 
1100 68 9.7 1 100 11.1 (-)64.3 
850 55 13.5 33 4.5" 11.9" 
1100 65 9.94 102 6.8 405 
850 52 13.4 36 4.1" 11.1" 

lase 
RoF 
fiq 
3.4 
3.1 
11.1 
6.1 
305 

Length Hot chill Location 
Zone Block (Liq) 
(C) (C) (em) 

3 cm 1100 68 9.7 1 
3 cm 850 55 13.5 
5 cm 1100 n/a 10.8 
5 cm 850 65 14.2 

RoF 
Sol 

Gradient RoF 

Clcm (diams) 
100 11.1 
33 4.5" 
88 12.1 * 
42 5.5" 

Lis 

-- 
-- 
64.3 
1086 
5.3" 

RoF 
Sol 
(dim) 
(-)64.3 
11.9" 
517" 
28.8 
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INTRODUCTION 

One on the most persistent problems with long-term space 
flight is atrophy of skeletal muscles. Skeletal muscle is unique 
as a tissue in the body in that its ability to undergo atrophy or 
hypertrophy is controlled exclusively by cues from the 
extracellular environment. The mechanism of communication 
between muscle cells and their environment is through a group of 
membrane-bound and soluble receptors, each of which carries out 
unique, but often interrelated, functions. The primary receptors 
include acetyl choline receptors, beta-adrenergic receptors, 
glucocorticoid receptors, insulin receptors, growth hormone 
(i.e., somatotropin) receptors, insulin-like growth factor 
receptors, and steroid receptors. 

This project has been initiated to develop an integrated 
approach toward muscle atrophy and hypertrophy that takes into 
account information on the populations of the entire group of 
receptors (and their respective hormone concentrations) , and it 
is hypothesized that this information can form the basis for a 
predictive computer model for muscle atrophy and hypertrophy. 
The conceptual basis for this project is illustrated in the 
figure below. The individual receptors are shown as membrane- 
bound, with the exception of the glucocorticoid receptor which is 
a soluble intracellular receptor. Each of these receptors has an 
extracellular signalling component (e.g., innervation, 
glucocorticoids, epinephrine, etc.), and following the 
interaction of the extracellular component with the receptor 
itself, an intracellular signal is generated. Each of these 
intracellular signals is unique in its own way; however, they are 
often interrelated. 

Liver -> Insulin-like 
Growth f Insulin 

GluRwgi- 

Epinephrine Nerve 

1 
Contract Signal Signal 

MODEL FOR MUSCLE A ~ O P ~ ~ ~ E R T R O P ~  

LIT- 1 



In summary, the presence of an active signal within a muscle 
cell depends on a number of levels, each of which is a potential 
site for regulation. These levels include the concentration or 
pulse frequency of the extracellular hormone, the number of 
receptors either on the surface or within the interior of the 
cells, whether or not the receptor-ligand interaction is coupled 
to the appropriate intracellular signal, and the extent to which 
individual signalling pathways interact with each other. The 
fact that interaction among pathways takes place is often 
referred to as receptor Ircross talk". An example of the fact 
that receptors do not function independently of each other is as 
follows. An increase in muscle contraction via acetylcholine 
receptors and an increase in concentration of beta-adrenergic 
agonists (such as epinephrine) tend to lead to muscle 
hypertrophy, whereas an increase in glucocorticoid concentrations 
tend to lead to muscle atrophy. However, these are not 
independent events. A prolonged increase in contraction also 
results in a higher number of beta-adrenergic receptors and a 
lower number of glucocorticoid receptors. In addition, a 
prolonged decrease in contraction (such as that which occurs 
during weightlessness) results in a decreased number of beta- 
adrenergic receptors and an increased number of glucocorticoid 
receptors. Thus, not only is the number of receptors affected, 
but their capability to produce a signal is affected as well. 

Materials and Methods 

Rat Muscle Cell Cultures. Skeletal muscle tissue was 
excised from the hind limbs of newborn rats and placed in ice 
cold culture medium. The culture medium consisted of Dulbecco's 
Modified Eagle's Medium (DMEM) with L-glutamine and 1000 mg 
glucose/L (catalog #D5523, Sigma Chemical Co., St. Louis, MO), 
sodium bicarbonate buffer (3.7 g/L) and 13% horse serum (Gibco 
BRL Life Technologies, Grand Island, NY). Fungizone (250 cg/L; 
GIBCO BRL) , Penicillin (100,000 U/L) , and Gentamicin (20 w/ml) 
were also added and the pH was adjusted to 6.8. 

Working under sterile conditions, the muscle tissue was 
placed in warm phosphate buffered saline (PBS). After rinsing 
the tissue in PBS, it was minced with a scalpel. Muscle tissue 
was then placed in 50 ml conical tubes at approximately 10 
g/tube, and 25 ml of a 2 mg/ml pronase enzyme solution in PBS 
(Catalog No. P6911, Sigma Chemical Co., St. Louis MO). The 
digestion procedure was carried out at 37OC in a rotary shaker at 
175 rpm for approximately 45 min. The suspension was centrifuged 
at 1500 x g for 6 min, the protease solution was discarded, and 
myoblasts were harvested from the pellet by differential 
centrifugation. Briefly, PBS was added to the pellet to give a 
final volume of 30 ml, and the pellet was resuspended at top 
speed for 30 sec on a vortex mixer. The suspension was 
centrifuged at 400 x g for 3 min, and the supernatants were 
collected and saved. These steps were repeated two more times 
with the digested muscle pellet. The filtrate was then 
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centrifuged at 1500 x g for 6 min to collect the myoblasts. Cells 
were resuspended in culture medium. The cells were then plated 
in matrigel-coated 6 cm tissue culture dishes at a density of 1.8 
x lo5 cells/cm2. On the day fusion was first observed, lo-, M 
fluorodeoxyuridine was also added to inhibit DNA synthesis and 
thus overgrowth by fibroblasts. 

Experimental Design. The purpose of this project is to 
measure the populations of beta-adrenergic receptors, 
glucocorticoid receptors, insulin receptors, insulin-like growth 
factor receptors and growth hormone receptors. To make these 
measurements, two different general approaches were taken. The 
beta-adrenergic receptor population was measured directly as 
described below, and culture samples for the others were 
collected and frozen for future analysis. In all, six 
experiments were carried out and samples collected. Since 
twenty-four culture wells are needed for each of the five 
receptors, a total of 720 samples were collected during the 
summer (i.e. , 5 receptors x 6 experiments x 24 samples) . 

Beta-adrenergic Receptor Measurement. Cells in multiwell 
dishes were rinsed and incubated at room temperature for 15 min 
in buffer containing 0.1-3 nM ( - )  - [3H] CGP-12177 (40-50 Ci/mmole) 
to determine total binding to beta-adrenergic receptors. 
Nonspecific binding was determined by measuring the amount of 
( - )  - [3Hl CGP-12177 bound in the presence of M (2)  -propranolol. 
Myotubes from the rat skeletal muscle cell line L, were used as a 
positive control. 
medium and exhibit a large population of beta-adrenergic 
receptors. The cell number in replicate cultures was determined 
by measuring the DNA content so the number of receptors per cell 
could be calculated. 
squares nonlinear curve fitting technique of the LIGAND computer 
program was used. 

These L, cells are grown in the same culture 

To determine the K, and Bmax, the least 

Sample Collection Protocol. For glucocorticoid receptor 
analysis, cultures were rinsed three times with cold phosphate 
buffered saline (PBS), and then homogenized 10 times with a 
tightly fitting Dounce homogenizer. Samples were either frozen 
directly at -70 C, or were centrifuged at 50,000 x g for 1 hr 
immediately prior to receptor analysis. Total binding was 
determined with 0-50 nM [3H]dexametha~~ne, and nonspecific 
binding was determined with 0-50 nM [3Hldexametha~~ne in the 
presence of 20 cf/r nonradioactive dexamethasone. 

Cultures for insulin, IGF and growth hormone receptor 
measurements were rinsed three times with cold PBS, and scraped 
from the dishes into 2 mM EDTA, 1 mM HEPES, 0.3  mM PMSF, pH 7.4. 
Cells were collected by centrifugation at 24,OOOxg for 15 min, 
the cell pellet was resuspended in isotonic saline, and cells 
were homogenized 10 times with a loose fitting Dounce 
homogenizer. Samples were frozen at -70 C. 
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Results 

Beta-adrenergic receptor population was quantified in rat 
primary cell cultures as described above. The receptor 
population was estimated to be 10.2 f_ 1.2 million receptors per 
muscle cell. The K, (i.e., the binding constant) was 0.47 & 0.06 
nM. An example of a saturation curve is shown at the top of the 
next page, and the transformation of these data to a Scatchard 
plot to determine receptor number is shown at the bottom of the 
next page. 
values, it is difficult to compare the receptor population with 
published information. First, extensive literature searches have 
indicated that this receptor population has not previously been 
analyzed in muscle cell cultures. Second, values have been 
published for several other cell types (including heart cells, 
adipose cells and connective tissue cells), and the population 
ranges from approximately 5-15 million receptors per cell. Thus, 
the observed number of receptors is physiologically realistic. 

While the K, is quite consistent with published 

In addition to the above results, two other lines of 
investigation were initiated during the summer, one of which was 
productive and the other was not. In anticipation of studying 
muscle atrophy and hypertrophy using a rotating wall bioreactor 
in the future, an attempt was made to grow an established muscle 
cell line under the same conditions as the rat primary cultures. 
Use of a cell line would be more adaptable and easier for shuttle 
flights than primary cultures. Unfortunately, these C,C,, cells 
differentiated poorly and did not exhibit most of the 
characteristics of muscle cells. It was initially planned to 
compare the receptor populations between the cell line and the 
primary cultures; however, the decision was made to exclude the 
C,C,, cell because of their poor quality. 
investigation was to attempt to grow primary cultures of muscle 
on micro-carrier beads in suspension. This was successful, with 
tissue differentiation and aggregation evident. Once a rotating 
bioreactor is available, experiments can be initiated to examiqe 
growth of cells on microcarrier beads under conditions that will 
simulate microgravity; furthermore, conditions can be established 
to analyze muscle cell receptor populations under conditions that 
will mimic either muscle atrophy or muscle hypertrophy. 

The second line of 

This project was initiated to develop an integrated approach 
toward muscle atrophy and hypertrophy that takes into account 
information on the populations of the entire group of receptors 
(and their respective hormone concentrations), and it is 
hypothesized that this information can eventually form the basis 
for a predictive computer model for muscle atrophy and 
hypertrophy. This would be an extremely helpful approach in 
understanding the potential responses during tissue modeling 
experiments because the complex interactive effects from changing 
a single parameter could be predicted. We have made a few small 
steps in this new direction. At least we are certain of the two 
following things: 1) That receptors can be measured in muscle 
cells, and 2 )  that muscle cells will grow on microcarrier beads. 
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